
	
		
	

		
			Appendix 3 - List of national competent authorities

			List of the national competent authorities that provided input indoor radon data for the maps displayed in Plate 6 and Plate 7:
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			Case study: Ukraine

			The major part of the average radiation dose received by Ukrainians comes from natural radiation sources including cosmic radiation, terrestrial radiation (soil and construction materials), and ingestion/inhalation of natural radionuclides present in air, food and water. Radon is the main source of the average annual effective dose of radiation from inhalation.

			For the majority of people living in Ukraine, individual radiation doses received from natural sources vary relatively little. However, when radiation exposure from natural sources is considered for an individual, it appears that some individuals are exposed to radiation doses that are much higher than average. 

			Apart from that, some people are additionally exposed to man-made radiation from technogenic sources. Unlike exposure to radiation from natural sources that remains relatively stable over the years, the impact of radiation coming from technogenic sources may vary significantly. In order to protect people against adverse effects of ionising radiation, the Ukrainian law ‘On the Protection of People against Ionising Radiation Effects’ limits the individual occupational exposure to radiation from technogenic sources to 1 mSv/a. 

			In addition to the individual dose which is a measure describing the relative health impact caused by a particular activity, the collective dose is an equally important indicator. It is calculated as the sum of all individual doses caused by a particular source and characterises the total health effects of a source/process. It is used to compare various sources and processes in terms of their health impacts due to ionising radiation.

			External exposure to cosmic radiation

			Considering the geographic location of Ukraine and prevailing types of residential buildings, the average annual equivalent exposure dose from cosmic radiation is estimated to be 360 μSv, which is equal to the average annual dose experienced in Ukraine at the sea level. 

			External exposure to radiation from naturally occurring radionuclides

			Considering that the Crimean and Carpathian mountains, Trans-Carpathian and Polissia regions occupy a relatively small part of Ukraine and that population densities in these regions are relatively low, it can be assumed that the average annual effective dose of external radiation from naturally occurring radionuclides is 360 μSv, and that the annual total average effective dose that takes account of the radiation shielding of buildings is 720 μSv.

			Internal exposure to radiation from naturally occurring radionuclides

			Cosmogenic radionuclides

			The contribution of cosmogenic radionuclides to the internal exposure dose is very minor, with 3H, 7Be, 14C and 22Na being the major contributors. 

			The annual effective doses for 3H, 7Be, 14C and 22Na are 0.01, 3, 12 and 0.2 μSv, respectively, with their annual total effective dose amounting to about 15 μSv.

			Primordial radionuclides

			The primordial radionuclides are isotopes of 235U, 238U, 232Th and some other radionuclides, with only 40K and 87Rb being considered as significant radiation sources.

			The annual effective doses from internal exposure due to 40K and 87Rb are 180 and 6 μSv, respectively.

			The annual equivalent dose of 238U (without radon and its decay products) is ~ 154 μSv (238U (10 μSv), 230Th (7 μSv), 226Ra isotopes (7 μSv) and 210Pb/210Po (130 μSv)).

			The 232Th isotopes (without thoron and its decay products) produce an annual equivalent dose of ~ 16 μSv (232Th (3 μSv) and 228Ra (13 μSv)).

			Internal exposure to radiation from radon, thoron and their decay products

			222Rn (radon) and 220Rn (thoron), along with their short-lived decay products inhaled with the ambient air, are the major sources of exposure to background radiation. 

			The average annual effective dose from exposure to radon in homes in Ukraine is 3.2 mSv, with the annual exposure dose varying from 2.2 to 5.5 mSv. The average annual effective dose from exposure to radon outdoors is 0.067 mSv at a radon concentration of 10 Bq/m3.

			Radon enters the human body through the water we drink and partly through the air we breathe. For a radon concentration in water of 10 kBq/m3, the annual effective dose is 0.020 mSv. For indoor and outdoor radon concentrations of 180 Bq/m3 and 10 Bq/m3, respectively, the effective dose from radon dissolved in blood is 0.220 mSv/a. 

			The total annual dose from internal exposure to radon and its decay products is about 3.5 mSv.

			The total effective dose from natural radiation 

			The total effective dose from natural radiation is calculated as a sum of all effective doses resulting from external and internal exposure to natural radiation sources. In Ukraine, this dose is about 4.7 mSv (Kovalenko, 2013), being significantly higher than the worldwide average effective dose from natural radiation, which is 2.4 mSv (Bennett, 1995).

			Exposure to technogenic sources of radiation

			The technogenic sources of radionuclides contaminating the environment and causing human exposure to radiation include:

			
					Development and testing of nuclear weapons;

					Nuclear accidents;

					Radiation technology developments and projects not associated with nuclear fuel.

			

			Human exposure to radiation from nuclear weapons tests

			If we assume that no nuclear weapon tests will be conducted in the future, the effective dose is estimated to be about 4.5 mSv, which is approximately equal to the value of the annual effective dose from exposure to natural radiation in Ukraine. By 2012, the estimated annual effective dose from nuclear weapons tests was about 1.478 mSv, accounting for about 33 % of the total effective dose (Kovalenko, 2013). The estimated collective dose for the Ukrainian population is about 1.0 × ·105 manSv.

			manSv: is the unit for the collective dose. The collective dose is the total radiation dose incurred by the population 

			Human exposure to radiation released during the Chernobyl accident

			External exposure

			To estimate the effective dose from external exposure, we will use a method based on the relationship between the ground contamination by 137Cs and radionuclides contributing most significantly to the external exposure dose (103Ru,106Ru, and 134Cs). With this method, we can use available measurement data on the concentrations of 137Cs which were collected for many years after the Chernobyl accident to derive information on the ground contamination by short-lived radionuclides.

			An optimistic approach would lead us to assume that the average 137Cs contamination density in those Oblasts that were hardest hit by the Chernobyl accident (Zhitomyr, Kyiv, Rivne, Cherkasy, and Chernihiv) is 18.5 kBq/m2. In other Oblasts, the average 137Cs contamination density due to Chernobyl accident is close to zero. For this scenario, the collective dose from external exposure to radiation is 111 000 manSv. In practice, the most reliable data on the external exposure levels can only be provided for those people who live in the areas where the density of ground contamination by 137Cs is higher than 37 kBq/m2. The collective dose for this part of the Ukrainian population is 85 800 manSv.

			Internal exposure

			The external exposure estimates have been produced by applying the dose conversion coefficient to convert the 137Cs contamination densities to dose. It should be noted that the estimated exposure dose received during the first year after the accident takes into account contributions made by 131I, 134Cs, 137Cs and 90Sr, while only 134Cs, 137Cs and 90Sr are taken into account for subsequent years.

			The collective doses from internal exposure to 137Cs and 90Sr are 53 manSv and 4 070 manSv, respectively.

			These estimates assume that there are no regulations setting limits on the content of 137Cs and 90Sr in food, and are therefore 5 to 30 times higher than the estimates produced based on data on the caesium content in the human body. If we apply the limits set on the amount of Cs and Sr in food, the internal exposure estimates would not take into account exposure from the ground contamination by Cs and Sr and would only consider the content of these radionuclides in food.

			The total collective dose from exposure to radiation released during the Chernobyl accident has been estimated at 89 900 manSv over a 70-year period. 

			Thyroid gland exposure to radiation from iodine 131I

			The collective absorbed dose for Ukraine’s population is 5.7 × 105 Gy and the average dose per capita is about 0.012 man Gy. In Kyiv city and Oblast, the collective absorbed dose from the thyroid gland exposure is 1.5 × 105 Gy, accounting for about 26 % of the total nationwide collective dose. The average absorbed dose in Kyiv city and Oblast is about 0.04 Gy. The estimated absorbed doses for the population living in Kyiv and Zhitomyr Oblasts could be as high as 1.8, 1.4 and 0.5 Gy for children under 1 year of age, children under 5 years of age and adults, respectively. The age structure of Ukraine’s population is: children under 1 year of age (1.4 %), children between 1 and 5 years of age (5.3 %) and older children and adults (93.3 %).

			Human exposure to radiation from nuclear fuel facilities and nuclear power plants

			
					The collective 70-year dose from emissions released by uranium mines is 6.6 manSv with 222Rn and its short-lived decay products accounting for 90 % (6.0 manSv).

					The collective 70-year dose from emissions released by the uranium processing facilities is 3.8 × 103 manSv.

					The collective 70-year dose from emissions released by nuclear power plants is 31 manSv.

					The collective 70-year dose from natural radionuclide emissions released by thermal (coal-fired) power plants is 1.6 × 103 manSv.

					The total collective 70-year dose from technogenic sources of radiation is about 2 × 105 manSv, which is significantly lower than the collective dose from natural background radiation of 1.67 × 107 manSv (Kovalenko, 2013).

			

		

	
		
			7.2 Applications

			7.2.1 Dose calculation

			Radioactivity alone, measured in becquerel (Bq), does not provide enough information to evaluate possible risks associated with the intake of radionuclides; for it depends on:

			
					the amount of energy deposited in tissues that can cause biological effects in the affected tissues, whose magnitude varies according to the energy released (intensity and type);

					the organ involved;

					the age of the person.

			

			The radiation energy imparted per gram of tissue, the type of radiation (alpha, beta, gamma), the distribution of the particular radionuclide in the body and its rate of excretion, and the different vulnerability to radiation of different tissues and organs must all be taken into account. Following procedures developed by the International Commission for Radiological Protection (ICRP) and taking into consideration all these factors, the effective dose can be calculated. It is an approximate measure of the actual (‘effective’) risk of genetic and somatic radiation damage to a human over a lifetime. Unless the full term is required for clarification, we will refer to it as ‘dose’. The unit of dose is called the sievert (Sv), and 1 Sv is defined as 1 J/kg (Diehl, 2003). More details about dose estimation can be found in Section 2.1.

			Three sources of information are required to assess the doses received from consumption of foodstuffs: 

			
					the radioactivity concentration in the food consumed; 

			
					the amount of food consumed (consumption rate); 

			
					and the dose received per unit intake of the radionuclides present in the food. 

			

			The dose received from food consumption depends on the characteristics of the radionuclides ingested, e.g. its biological behaviour, its half-life, and the type of radiation. 

			The dose varies depending on the different radionuclides that are found in varying amounts in different types of food.

			This is due to several factors, one of which is the chemical properties of the radionuclide in question (O’Connor et al., 2014).

			Identifying the type and amount of food consumed by the general population or by a specific group of individuals (consumption habits) is normally performed by carrying out a habit survey which often involves interviewing individuals and asking them to identify the types of food and quantities thereof that they consume (O’Connor et al., 2014). However, it would be helpful to use a more appropriate database on habit data or to generate a new common European database, where all EU countries get access and can enter local habits. Table 7-4 shows the consumption rates of foodstuff for different age groups, according to various authorities in European countries.
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			Cows in mountain pasture, North Piedmont, Italy.

			Source: Tore Tollefsen.

			Additional information on the ingestion process

            
			In the case of ingestion, the soluble compounds may cross the barrier formed by the gastrointestinal mucosa; they arrive in the blood plasma and from there in various organs and bodily tissues. The fraction that reaches the plasma and the fraction that passes from the plasma to the organs and tissues, varies from compound to compound. Excretion of the radionuclides is predominantly with urine. The insoluble compounds simply transit through the gastrointestinal system, during which they can give doses to the mucous membranes (beta particles, alpha and gamma rays) as well as to the abdomen (gamma rays). Expulsion with human faeces occurs 1 – 3 days after ingestion (Polvani, 1993).
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			Table 7-4.

			Consumption rates for ingestion of foodstuff for different age groups, according to some international organisations and a few European national authorities (y.o. denotes years old).

			Often there can be considerable variability in the dose received by different age groups for the same intake, and this is another factor that must be taken into account for dose assessments. 

			In case radionuclides are taken up by the human body (internal contamination), one must realise that the irradiation will continue until the introduced radionuclide is removed from the body. The dose received in a certain organ or tissue during this period is called the committed effective dose.

			The committed effective dose is obtained by multiplying the activity intake by the effective dose coefficient for ingestion, and it is computed within a specified period (50 years for adults and up to 70 years for children) according to recent metabolic data and models. 

			These effective dose coefficients are conversion factors which provide numerical links between dose and measurable quantities; they are published by the International Commission on Radiological Protection (ICRP, 2008) and are derived from a combination of theoretical calculations and experimental observations which are regularly updated.

			7.2.2 Example of dose assessment of public exposure for food ingestion

			The assessment of public exposure is based on three input parameters: the radionuclides, their activity concentration in foodstuffs, and information on habit data with regard to food consumption. The annual effective dose by ingestion E (Sv) received by an individual in any given year is calculated from the following equation:
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			where:

			Ai is the mean activity concentration of radionuclide i in the ingested foodstuff (in Bq/kg); 

			Bj is the annual amount of food item j for average consumption (in kg); and

			ei,ing is the effective dose coefficient for ingestion of radionuclide i for a member of the public (in Sv/Bq). 

			Dose coefficients for 3-month-old infants, 1-, 5-, 10-, and 15-year-old children and adults are cited in ICRP Publication 119 (ICRP, 2012).

			This calculation has to be carried out and summed for every radionuclide i and for every food item j. 

			The computation could be simplified if the measurement refers to a complete meal and the radionuclide concentration is referred to total content of annual consumption. 

			Hence the total annual dose received by an adult by consuming this mixed diet sample has been estimated to be 262 μSv from natural radioactivity in food for the Irish population. The computation excluded artificial 14C contribution but included the dose contributions from 40K, 87Rb, 228Ra, 226Ra (O’Connor et al., 2014).

		

	
		
			5.1 Radon in soil gas

			5.1.1 Introduction

			Radon atoms, generated in the soil or rock within the solid mineral grains, can escape into the air or water-filled pores and further migrate by diffusion, convection and/or advection towards the surface. 

			In most cases, radon in soil gas is considered to be the main source of enhanced indoor radon concentrations compared to two other sources: water and building materials. (Only where the contribution from geogenic radon is small can building materials be the dominant contributor.) Research on radon behaviour and release from soils or parent rocks might have the advantage of identifying areas where indoor radon levels are expected to be high or enhanced over the existing limits. Hence, appropriate remedial actions can be taken for existing houses, or soil-gas radon can be prevented from entering newly-built houses. In addition, soil-gas radon has been found to be used in a wide range of geoscientific applications, such as tectonics, in studies of earthquakes, volcanic fluids, and surface ground water. 

			Several factors control radon concentration in the soil, both on daily and seasonal scales. Precipitation and temperature appear to control mainly soil-gas radon levels on a seasonal scale, whereas other climatic factors, such as barometric pressure, temperature, soil moisture and wind, affect radon concentration and behaviour on a daily scale. In order to use soil-gas sampling results to predict long-term radon concentration (e.g. over different seasons), it is necessary to know the interaction between these climatic variables and perform robust statistical analyses. Furthermore, as soil gas surveys generally cover large areas with different rock and soil characteristics, it is necessary to have a deep knowledge of the geological and soil processes affecting radon generation and transport. 

			Factors influencing radon concentration in soils

			Geological factors

			a. Uranium concentration in rocks and soils

			Radon (222Rn) is a member of the uranium (238U) decay chain. 238U is present in all genetic rock types (sedimentary, metamorphic and magmatic) in varying concentrations. Generally, it can be stated that this sequence of genetic rock types also describes average uranium concentrations from the lowest (sedimentary) to the highest (magmatic). However, anomalous uranium concentrations can be found in all rock types in the form of impregnations in sedimentary deposits or vein-type deposits in metamorphic or magmatic rocks. The current methods to determine uranium concentrations are usually based on gamma-spectrometric measurements in the form of airborne measurements for large-area coverage, field or laboratory gamma spectrometry on solid samples (soils, rocks) or liquid (water) samples for detailed studies or calibration of airborne measurements. After periods of extensive uranium exploration and environmental mapping, these data are usually available in many countries and can contribute to efficient radon risk mapping (Matolín, 2017; Smethurst et al., 2017; Szabó et al., 2017; Cinelli et al., 2017; Ielsch et al., 2017). The use of radiometric data has some limitations which may be summarised as follows:

			
					differences between airborne and ground gamma spectrometric data;

			
					differences in regional and detailed geological mapping; and

			
					the presence of factors influencing the radon migration and diffusion from deeper soil horizons to the surface and subsequently to dwellings.

			

			b. Permeability

			Soil permeability characterises the ability of the geological environment to transport radon and other soil gases from the source (parent solid or weathered rock) to the target surface or dwelling (Nazaroff & Nero, 1988; Nazaroff, 1992). Mineral grains, containing U, produce radon in a quantity characterised by the emanation coefficient. The radon escapes from the mineral grains into a pore space through diffusion, at distances of millimetres or a few centimetres. From the vicinity of a mineral grain, radon is transported into the surrounding pore spaces, and its mobility is controlled by space connections between pores and physical conditions such as temperature, pressure gradients or soil moisture. This process is called convection and propagates to distances of metres or tens or hundreds of metres. The diffusion can be both vertically and laterally oriented. The vertical convection can be limited by the presence of sub-horizontally oriented mineral particles (like micas) or layered clay intercalations in soils or clayey weathered rocks. On the other hand, these vertical barriers close to the surface layers can trigger lateral transport under the impermeable barrier into the basement of houses, especially when the process is supported by pressure or thermal gradient. As the permeability for gases varies vertically and horizontally even in a small area of a building site, it is necessary to characterise this parameter for several points of the studied area, namely in the ground plan of the future house and its close vicinity. At present, permeability is usually determined through:

			
					in situ measurements by permeameters; 

			
					soil texture analysis; and

			
					data from soil permeability maps (generally available at regional level, so cannot be used for local estimation).

			

			c. Geological inhomogeneities

			Different types of geological and man-made inhomogeneities can influence soil-gas radon concentrations at a specific local site of interest. These inhomogeneities are usually more permeable, subvertically oriented and they intersect more rock types with different radon potential. The geological inhomogeneities are mostly represented by faults of different types. The soil-gas radon convectivity of faults could depend on the position of the faults in geodynamically active or passive regions (Pereira et al., 2010; Ciotoli et al., 2007, 2016). Specifically, the proximity to the fault plane and the bedrock lithology are the main factors controlling the soil-gas radon migration velocity and concentration in the shallow soil. 

			According to the literature, radon anomalies above a fault vary in intensity (in particular when there is a thick sediment layer over the rock with several aquifers and no radon anomalies) and shape, and radon peak values can assume different spatial positions within the fault zone; therefore the spatial distribution of soil-radon concentration is affected by the fault geometry and activity, as well as by the volume of fractured rock involved (Ciotoli et al., 2016; Seminsky et al., 2014; Pereira et al., 2010; Koike et al., 2009; Annuziatellis et al., 2008; King et al., 1996).

			In fact, the distribution of radon anomalies in faulted areas is strictly linked to the evolution of the fault zone that at first stage is generally characterised by stepwise developments of different densities of fault segments, and fractures within the fault zones across and along their strike (Fossen, 2010). Usually the faults have a thin core (Childs et al., 2009), which serves as a convective pathway for radon flux upwards. The damage zone surrounding the fault core has a wider extent for radon release, namely when the fault core is impermeable (Ciotoli et al., 2015, 2016; Seminsky et al., 2014; Pereira et al., 2010; Koike et al., 2009; Annunziatellis et al., 2008; King et al., 1996). Especially in the geodynamically active regions, the faults can express the unexpected radon variations, which depend mainly on changes in tectonic stress and strain (Ciotoli et al., 2007, 2014). 

			In karstic areas (Kropat et al., 2017), the radon flow strongly depends on the convective characteristics of open spaces (such as cave systems, chimneys) in karstic bedrock. 

			The presence of rock types with different levels of natural radioactivity changes the average radon concentrations in areas with low radon risk. Silurian black shales in low-radon limestones, black shales in metasedimentary sequences of Neoproterozoic (Barnet & Pacherová, 2013) or alum shales in Scandinavia (Sundal et al., 2004) serve as typical examples. For instance, the underlying rocks characterised by high soil-gas radon concentrations (e.g. magmatic rocks) can influence the radon level in surface layers in geodynamically stable areas of Quaternary fluvial sediments of the Czech Republic (Barnet & Pacherová, 2011), or glaciofluvial sediments like Scandinavian eskers (Watson et al., 2017). 

			The man-made inhomogeneities can be widely found in areas influenced by old mining activities, where the soil-gas geodynamic regime of underground spaces can be copied to surface layer through the pits, abandoned adits (even if backfilled with inert material) or through fissures in case of subsidence areas. 

			Differences in natural soil-gas radon concentrations can also be found between arable soils (mostly lower radon concentrations than in the parent rock due to atmospheric release) and their intact rock equivalents.

			Due to the convection of soil-gas radon, increased concentrations may also appear on the rims of artificial flat barriers such as asphalt and concrete covers, where radon accumulated under the barrier can be released in the form of anomaly levels not corresponding to the surrounding bedrock. During building activities for levelling building grounds, huge amounts of soil and rock material are often transported, and this process can change the natural radon concentration of building sites.

			Variations in radiation concentration with depth

			Radon concentrations increase with depth (Clavensjö & Åkerblom, 1994). At the surface layer, when disturbed by disintegrated soil particles, roots of vegetation or the presence of the soil rock structure, the radon concentration is diluted in contact with atmospheric air. The trend of increasing radon concentration with depth is not generally defined for all rock types, since local differences at soil layers and bedrock lithological types influence the radon variations with depth at a sampling site (Neznal et al., 1994, 1996). Radon concentrations measured in soils usually range between 5 and 100 kBq/m3 (with extremes up to some 10 000s) for different rock types, while concentrations in the atmosphere directly above the soil surface only reach levels of tens of Bq/m3 (with extremes up to hundreds). Therefore, representative soil-gas samples must be taken from deeper soil horizons. At present, steel-hammered probes with lost tip or drilled probes with packers are used to make sure that the undersurface cavity is opened and that the soil gas is sampled directly from the predefined depth horizon. Usually, a depth of 0.8 - 1 m is recommended for correct and economically efficient radon concentration measurements (Ciotoli et al., 1998, 2007; Neznal, 2004). These sampling devices are widely used in EU countries. 

			Climatic variations

			Seasonal variations affect the physical processes of radon generation in the soil gas, due to the combined effect of geological and meteorological parameters. From different sites, geological and soil factors (e.g. rock type, mineralogy, structure, etc.) may affect radon concentration at the level of a single geological unit. Furthermore, radon concentrations measured in summer cannot be used to predict radon levels in winter; this is the reason why soil-gas surveys are usually carried out in a short time and during stable weather conditions (Kraner et al., 1964; Taipale & Winqvist, 1985; Fukui, 1987; Schumann et al., 1992; Ciotoli et al., 2007).

			In order to predict soil-gas radon values at different timescales (i.e., seasonal, daily), one should consider the climatic factors controlling soil-gas concentrations. In fact, a meteorological signal is generally characterised by short-term fluctuations (daily) superimposed on longer, seasonal changes (year). According to literature, the main factors affecting radon concentration in soil gas are essentially the following: soil moisture retention characteristics (e.g. permeability, porosity, grain size, and the number of consecutive rainy days); barometric pressure; soil temperature; hydrometeors occurrence (mainly snow and ice); and wind velocity (Washington & Rose, 1990; Schumann et al., 1989; Lindmark & Rosen, 1985; Clements & Wilkening, 1974). 

			Soil moisture and precipitation

			Studies of temporal variations of meteorological parameters show a marked effect of soil moisture on radon concentration in the soil pore. An increase in soil moisture content reduces the soil permeability and availability of soil air, thus increasing the radon content of the soil by the double effects of partitioning and reduced diffusivity. In fact, radon has a non-negligible solubility in water, the partition coefficient of radon between water and air being approximately equal to 0.25 at standard conditions (Clever, 1979). Since radon also has less diffusive mobility in water than in air, it can accumulate in the water surrounding the grains of soil and consequently in the same air pores of the soil, reducing the radon flux toward the atmosphere (Arvela et al., 2016; Alharbil & Abbady, 2013; Voltaggio et al., 2006). 

			Radon variability due to soil moisture is probably related to the condition of water saturation and moisture retention characteristics of the terrain. This phenomenon can occur especially in highly permeable soil, where a rapid decrease of shallow soil permeability can be associated with increased moisture content (reduction of air in the pores, expansion/hydration of clays etc.). This inhibits advective and diffusive transport of radon escaping from the soil (i.e. capping effect), yielding an increase in the soil-gas radon concentration within the diffusion/advection zone (Pinault & Baubron, 1996; King & Minissale, 1994). In highly permeable and homogeneous soil, a good correlation between soil-gas radon concentration, permeability and soil moisture can be obtained, while in areas with medium or low permeable environment the correlation can often be very weak (Kraner et al., 1964; Kovach, 1945).

			Effective rainfall (i.e. water saturation grade, which can be directly measured or inferred from the number of consecutive rainy days) makes the soil radon concentration increase just after the rainfall (Pinault & Baubron, 1996). During the rainy winter/spring, radon concentration may seasonally increase in soil gas, when radon tends to be trapped in the soil under a layer of water-saturated horizon characterised by reduced gas permeability (i.e. the capping effect), while during the sunny summer/autumn, it exhales more easily as the soil becomes drier and more permeable. For sites characterised by relatively high permeability, the water-saturated layer quickly extends below the sampling depth, thus resulting in minimum radon concentration during the rainy season (King & Minissale, 1994). For sites that had relatively low permeability, the wet layer was thinner than the sampling depth, and the capping effect caused higher radon values during the rainy season (Arvela et al., 2015; Rose et al., 1990). In addition, the presence of snow and ice on the soil causes accumulation of radon in the soil due to the capping effect (Lindmark & Rosen, 1985; Hesselbom, 1985; Jaacks, 1984; Kovach, 1945).

			Barometric pressure

			Barometric pressure is another important parameter. Even when not associated with precipitation, large-scale barometric pressure changes show an inverse correlation with soil-gas radon concentration. The magnitude of changes in radon values in response to barometric pressure changes is generally lower than that caused by soil moisture (i.e. precipitation) alone. Decreasing barometric pressure tends to draw soil gas out of the ground, increasing the radon concentration in the near-surface layers. This phenomenon is particularly pronounced in highly permeable soils, where near-surface radon-bearing soil gas escapes more rapidly into the atmosphere, generally causing a decrease in radon concentration at the 0.6 – 0.8 m sampling depth. Conversely, increasing barometric pressure forces atmospheric air into the soil, diluting the near-surface soil gas and driving radon deeper into the soil (Lindmark & Rosen, 1985; Kraner et al., 1964; Kovach, 1945). Clements & Wilkening (1974) noted that pressure changes of 1 – 2 % associated with the passage of weather fronts could produce changes of 20 – 60 % in the radon flux, depending on the rate of pressure change and its duration.

			Soil and air temperature

			Temperature shows a contrasting effect with barometric pressure. The effect of temperature on soil-gas radon concentrations appears to be minor compared to those of precipitation and barometric pressure. Some studies suggest that a decrease in air temperature is correlated with high concentrations of soil-gas radon, but this correlation is no longer evident from a depth of 0.6 m. Temperature gradients between soil and air could induce thermal convection that would cause soil gas to flow in a vertical direction (Jaack, 1984; Kovach, 1945).

			Soil temperature variations can cause rapid increase in soil radon concentrations due to the enhanced radon convection that increases the mobility of radon in soil gas and the radon concentration ratio between gas and water (Washington & Rose, 1992; Memugi & Mamuro, 1973). Otherwise, increasing temperatures may also increase production of some gas carriers (CO2 and H2O vapour), which again may increase radon transport from depth (Pinault et al., 1996). Arvela et al. (2015) reported that high soil temperatures in summer increased calculated soil-gas radon concentration by 14 % with respect to winter values. Furthermore, temperature changes may play a significant role in radon accumulation during winter months, due to capping effects caused by the freezing of water in shallower soil layers. Beneath frozen layers, the soil is likely to be unfrozen and relatively permeable, so at that depth radon can concentrate to elevated levels. This phenomenon can have an important effect in producing elevated indoor radon levels during winter months in many areas. 

			In general, temperature and barometric pressure can have a synergistic action; for example a temperature increase and/or a barometric pressure decrease favour the flux of radon from soil to atmosphere, causing a transient disequilibrium between the flux from the deeper level of soils and the shallower levels, resulting in a non-stationary radon content. 

			Wind

			High wind velocities cause local depressurisation and, therefore, decreasing radon concentration in soil (Voltaggio, 2012), because the gas is diluted by atmospheric air and/or removed at surface. Wind effects have been observed up to a depth of 1.5 m (Kovach, 1945; Kraner et al., 1964). However, in addition to wind velocity, soil permeability, soil moisture and ground cover (i.e., snow, ice, etc.) may affect the magnitude and the depth to which wind can influence soil-gas radon levels. Strong wind turbulence and the Bernoulli effect across an irregular soil surface can draw soil gas upward from depths caused by alternating pumping between pressurisation and depressurisation of the soil, similarly to that caused by barometric pressure (Kovach, 1945; Jaacks, 1984; Hesselbom, 1985; Lindmark & Rosen, 1985).
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			Soil-gas sampling sequence, RIM 2018 exercise, Cetyne, Czech Republic.

			Source: Tore Tollefsen.

			5.1.2 Measurement methods 

			Indirect and direct methods can be used to estimate the soil-gas radon concentration. 

			Indirect methods are based on measuring the radioactive parent isotopes and, through calculation, result in a derived maximum level of radon activity concentration. Uranium and radium are analysed as parent isotopes for radon (more details in Section 2.2.1). The underlying assumption of this method is that there is a balance between uranium and radium.

			eU is defined as the 238U concentration in radioactive equilibrium with 226Ra.

			For example, a gamma spectrometer could be used to calculate the in situ eU concentration in soil or rock. Using this concentration, one may use the following formula to calculate the maximum concentration of radon activity forming in soil (Andersson et al., 1983; Clavensjö & Åkerblom, 1994): 
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			where: 

			C is the maximum concentration of radon capable of migrating in soil (in kBq/m³), forming at the expense of 226Ra (eU) in soil;

			A is the eU concentration (1 ppm U = 12.35 238U Bq/kg);

			e is the emanation factor (coefficient) of the lithotype;

			ß is the compact specific weight (relative density) (in kg/m3); and

			p is porosity (as a fraction).

			Unfortunately, indirect methods cannot give an indication about the inflow of radon from deeper sediments or rocks, from karst cavities or from fault zones that can sometimes increase radon content by a factor of ten (Neri et al., 2016; Täht-Kok et al., 2012).

			Direct methods are based on measuring the concentration of radon and its progeny decay products in a sample of soil gas (more details in Section 2.5). Since radon and its decay products emit alpha and/or beta particles as well as photons, in principle a whole range of detectors can be used for measurements in combination with a suitable sampling technique.

			Direct measurement methods, whether active or passive, are recommended by the ISO11665-11:2016 international standard, ‘Test method for soil gas with sampling at depth’. 

			In active sampling, one considers a certain soil-gas volume at a certain moment or period of time representative of the soil under investigation. The sample is transferred into the detection chamber, and activity concentration is measured with a semi-conductor or a scintillation detector. With passive methods, a detection chamber must be placed below the ground for a certain time interval, during which the transfer of the soil-gas sample into the detection chamber occurs by diffusion and the activity concentration is estimated.

			Sampling

			Choosing locations

			Choosing the number and locations of sampling points depends on the task at hand and on the available resources, but it is highly recommended to study geological and topsoil maps of the target area first. Since samples taken from a very limited area must aim to represent a larger area than just their immediate surroundings, a sound geological knowledge is especially relevant in areas where uranium-rich rocks occur in sections of bedrock. When compiling a radon risk map for larger areas or regions, it becomes even more delicate to choose locations for sampling points, and thus a good knowledge of the existing geological context is equally essential.

			Soil-gas sampling 

			A relatively easy way to measure radon concentration in soil gas is to use a soil-gas probe coupled with a measuring instrument. This probe can be operated anywhere above the water table and is often used in conjunction with a drying unit.

			Either sucking or pumping soil gas directly into the measurement chamber or extracting soil gas from the surface using syringes are both delicate operations in the sampling procedure, because there is always a risk that environmental air may leak through the probe into the radon measuring instrument. 

			The entire system must be perfectly sealed. If the sampling system is not perfectly sealed or does not reach a sufficient level of underpressure to collect gas samples in soils of low permeability, the soil-gas radon concentration may be underestimated. Measurement results that indicate a radon activity concentration lower than 1 - 2 kBq/m3 are usually considered to be failures. The internal volume of the cavity, which is created at the lower end of the sampling probe, must be large enough to enable sample collection. The soil-gas samples are collected from a depth of about 1.0 m below the ground surface; for instance a depth of 0.8 m is used in the Czech Republic, Sweden, Estonia and in many other countries (Neznal, 2015), which corresponds to the ISO 11665-11:2016 international standard mentioned above, ‘Test method for soil gas with sampling at depth’.

			In soils with high permeability, such as coarse-grained gravel, sampling succeeds better during a rainy period or during winter, when the upper ground is frozen. In clay, on the contrary, better measurements are obtained during the dry season. In these cases, indirect methods can give reliable results. 

			In conditions of high ground-water saturation, soil gas can also be measured during a dry period. However, if peat forms the upper layer of the soil, no radon sampling method can give reliable results; then, only geological data can provide some hypotheses about radon concentration. 

			If there are homogenous hard rock or layered bedrock outcrops on the surface, indirect methods can be used. However, in case the interlayers of bedrock differ much from each other, indirect methods cannot be used. In North Estonia, for instance, uranium-rich graptolite argillite is covered with limestone, and the topsoil is thin or almost absent, which creates a situation where radon emitted by uranium-rich graptolite argillite only flows freely from a depth of tens of metres to the surface through cracks in the limestone. Thus, only probes used in the limestone cracks will yield results. In Sweden and Norway these uranium-rich argillites are known as alum shale; in other countries, as black shale.

			Simultaneous sampling

			In Sweden and Estonia, but also in many other countries, direct and indirect methods are used simultaneously to have a reference value. When the Atlas of Radon Risk and Natural Radiation in Estonian Soil (Petersell et al., 2017) was compiled, this practice was also used. There, it was discovered that indirect methods complement the direct methods and provide a mutual check on the plausibility of the results of the measurements, and thereby help to avoid making large mistakes.

			Porosity and permeability 

			Porosity and permeability are terms related to the measurement of intrinsic characteristics of rocks and soils. 

			Porosity or void fraction is a measure of the void (i.e. ‘empty’) spaces in a material, and is a fraction of the volume of voids over the total volume. It is expressed either as a figure between 0 and 1, or as a percentage between 0 and 100. 

			Permeability is a measure of the ability of a porous material, such as rock or soil, to allow fluids to pass through it. Permeability is represented using Darcy’s Law. The SI unit for permeability is m2. A practical unit for permeability is the darcy (d), or more commonly the millidarcy (md) (1 darcy ≈ 10 - 12 m2). Permeability is a decisive parameter for classifying potential radon (risk). In case the contact zone between buildings and soil has high permeability, even low soil-gas radon concentrations can cause significant indoor radon levels. In addition, parameters such as soil moisture, the degree of water saturation, compactness, texture, occurence of macro- and micro-fissures, the degree of inhomogeneity of the fine (clay) fraction, content of the coarse fraction fragments, cobbles, stony debris etc. have a significant impact on the final permeability. Thus, all of these parameters should be taken into account when measuring the gas permeability, and should - also including effects from the wider environment, such as the presence of faults, anthropogenic impacts in soil layers and the presence of various paths or barriers - describe the potential of soil gas movement at a given place. By measuring permeability, one may estimate the ability of soil gas to flow from deeper ground and up to the surface level.

			Radon potential

			For decades, there have been attempts to define a quantity called radon potential (RP), which is intended to be a standardised quantity that ‘factors out’ the anthropogenic contributions. It shall measure the availability of radon, for natural (geogenic) reasons, to exhale from the ground into the atmosphere, or to infiltrate a building. In colloquial terms, the RP measures ‘what Earth delivers in terms of radon’.

			Knowledge of the radon potential in an area can support decisions on whether further local measurements are necessary in areas of planned development.

			The geogenic radon potential (GRP) is a bottom-up approach of the radon potential, since it starts from geogenic quantities, which measure geogenic radon sources and transport in the ground. 

			Soil-gas radon concentration can be used to estimate the geogenic radon potential of an area (Bossew, 2014; Cosma et al., 2013; Gruber et al., 2013; Neznal et al., 2004; Szabó et al., 2014). In most European countries, however, data on soil-gas radon concentration are rather sparse; hence no European-wide geogenic radon map could be based on them alone. Thus soil-gas radon is often one of many input variables (e.g. uranium content of soil) for different methods (categorical, multivariate etc.) (Bossew et al., 2008; Bossew, 2014; Cinelli et al., 2011; Ielsch et al., 2010; Kemski et al., 2001; Neznal et al., 2004; Schumann, 1993; Zhu et al., 2001).

			Several classification methods have been developed to estimate the geogenic radon potential based on radon activity concentration in soil and soil permeability-porosity (e.g. Åkerblom et al., 1988; Gundersen et al., 1992). 

			Equation 5-2 gives a method to quantify the radon potential of the building site as a continuous variable (Neznal et al., 2004): 
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			where:

			C∞ is the equilibrium concentration of 222Rn in soil air, in kBq/m³; and

			k is the effective soil-gas permeability, in m². 
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			Figure 5-2.

			Radon potential of the building site.

			Source: Neznal et al., 2004.

			Three categories have been identified to determine the radon index (Neznal et al. 2004), see Figure 5-2. The parameters C∞ and k can best be assessed by direct field measurements over the given homogeneous rock type. However, when direct field measurements are lacking, it seems possible that the GRP can be estimated based on the rock and soil types (i.e. based on their physical and chemical characteristics such as soil air permeability, porosity, arithmetic mean particle diameter and bulk density). Moreover, it can be prohibitively costly to perform all the required measurements, or direct field observations may not be possible due to harsh field conditions and lack of accessibility. Assuming geological homogeneity of the target area and by understanding the relationship between the geological characteristics and GRP, one may theoretically assign representative ‘default’ values to the spatial units.

			Indeed there is no unanimous definition of the RP, as this concept has evolved over time, in different contexts. When using the term radon potential, one should always indicate the definition to which it refers. For instance, in the UK and Ireland, RP denotes the exceedance probability of indoor radon concentration (C) over a reference level (RL), within an area, RP= prob (C>RL). A similar ‘top-down’ approach has been proposed by Friedmann (2005), developed for the Austrian radon survey (ÖNRAP) in the early 1990s. Measured indoor radon concentration is standardised according to the anthropogenic factors that are considered most influential, such as floor level. If anthropogenic factors are thus ‘factored out’, the remaining values should reflect only the geogenic influence. 

			Tanner (1988) proposed a radon availability number (RAN), defined as source times migration distance of radon in the ground under standard pressure difference. Alonso et al. (2010) proposed using radium concentration times emanation power, because it can quantify the ‘potential radiological hazard’ of a porous material.

			Among schemes based on combined scoring of factors, there is:

			
					The one introduced by the U.S. EPA (Schumann, 1993b): classes of indoor radon concentration, eU, geology, soil permeability, prevalent basement type;

					The approach proposed by Kemski et al. (2001, 2009) and similarly, the Czech Radon Index (Neznal et al., 2004), are based on joint classification of soil Rn concentration classes and permeability classes;

			

			The geogenic radon hazard index

            
			The geogenic radon hazard index (GRHI) has been conceived as a possible alternative or complement to the GRP. It shall quantify the hazard originating from geogenic radon on a deliberate scale, for example from 0 to 1 or from 0 % to 100 %, etc.. The underlying idea is that in most European countries, quantities have been surveyed, or are available as databases, which are physically and statistically related to the GRP. These include:

			
					Geological maps;

					Maps or datasets of soil properties (soil type, texture etc.);

					Hydrogeological maps (Elío et al., 2017c);

					Tectonic (faults, volcanism) and seismic maps. (Recent European studies of the relation between these phenomena and radon include Piersanti et al., 2015; Ciotoli et al., 2017b; Giammanco et al., 2017; Barnet et al., 2018; Crowley et al., 2018);

					Geochemical maps or datasets, including airborne gamma-ray spectrometry (Ferreira et al., 2016);

					Dose rate maps or datasets (Garcia-Talavera et al., 2013);

					Soil radon maps or datasets;

					Standardised indoor radon maps.

			

			However, the availability of databases varies between European countries. At European level a possible approach could be to generate a GRHI based on whatever quantities are available in the various countries. It would constitute a harmonised measure which does not rely on a harmonised dataset. It can be understood as a top-down or a posteriori harmonisation method, which takes advantage of all the available data, contrary to bottom-up or a priori harmonisation, which is based on harmonised input data. 

			The common concept is a weighted mean of transformed geogenic quantities, as regionally available (Cinelli et al., 2015b; Bossew et al., 2017; Ciotoli et al., 2017a). Weights are the strength of statistical association with the GRP, found by individual correlation analyses or analysis of variance (ANOVA for categorical quantities) or through principal component analysis or related techniques.

			An earlier proposal was made by Friedmann in 2011. Here, the RH is defined as a combination of soil radon concentration and permeability. If not available, soil radon is estimated from uranium concentration or ambient dose rate via ‘transfer functions’.
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			5.1.3 Applications 

			a. Indoor radon risk estimator

			Soil-gas radon is the main source of indoor radon (UNSCEAR, 2000). Knowing the soil-gas radon concentration gives information about the potential risk, without considering artificial effects such as building characteristics or living habits. Moreover, in areas where no indoor radon measurements are available (e.g. uninhabited areas), knowing the soil-gas radon concentration and soil permeability could give an indication for characterising the radon hazard (or potential risk).

			A number of European countries have performed soil-gas measurements, including the following (note that this list may not be exhaustive):

			
					In the Czech Republic, starting in the 1980s, more than 300 000 measurements have been carried out throughout the country. The Czechs have gained a long experience in describing radon transfer from building ground into houses and in mapping soil-gas radon (Barnet, 1994; Barnet et al., 1998, 2000; Jiranek, 2000; Neznal et al., 1994, 1996). 

					Germany started soil-gas radon measurements in 1989 (Kemski et al., 2000). They studied approximately 4 000 sites throughout the country (Kemski et al., 1996, 2000, 2001, 2005, 2009; Siehl et al., 2000). Surveys are ongoing, with currently more than 5 000 sites sampled.

					The United Kingdom has also performed soil-gas radon measurements at several thousands of locations since the 1990s and reviewed soil-gas radon survey and measurement procedures (Appleton & Ball, 1995; Appleton et al., 2000). 

					Sweden investigated more than 2000 locations from 1979 onwards (Mjönes et al., 1984). They used these measurements to establish radon risk maps in almost every municipality, but did not produce a national map (Åkerblom & Wilson, 1980, 1981; Åkerblom, 1986; Åkerblom et al., 1988).

			

			To our knowledge, these are the only European countries that have performed soil-gas radon surveys at national level. In most other countries, soil-gas radon measurements have been performed locally, usually in areas known a priori to have elevated indoor radon concentration, and the number of measurements has been below 1 000. It is also well known that in some countries (e.g. Hungary), thousands of soil-gas radon measurements were performed in connection with oil exploration, or for remediation processes near uranium mines, but those data are neither public nor have they been published. 

			
					Between 2000 and 2004, Austria performed soil-gas radon measurements at 60 sites in regions where high levels were expected (crystalline rocks, glacial (ice-age) deposits) (Maringer et al., 2001). Following other regional projects, results from a few hundred sites are currently available.

					De Heyn et al. (2017) made 113 soil-gas radon measurements in Belgium. 

					In Croatia, 823 locations were studied from 2001 onwards (Planinić et al., 2002; Radolić et al., 2014, 2017). 

					Estonia studied 566 locations between 2001 and 2004 (Petersell et al., 2005, 2015, 2017). 

					In France, 230 locations were studied between 1997 and 2002. Maps have been produced on a regional scale, but not for the whole French territory (Ielsch & Haristoy, 2001; Ielsch, 2003; Ielsch et al., 2002). 

					In Hungary, 192 sites were studied between 2010 and 2011, and maps were compiled for the central region of the country (Szabó et al., 2014). 

					In Ireland, soil-gas radon measurements were recently started, and 55 locations have been studied (Elío et al., 2017a, 2017b). 

					In Italy, 70 locations were investigated (Cinelli et al., 2015) and 7 625 measurements made in one region of Italy (Ciotoli et al., 2017), with additional, local measurements for seismological purposes (Sciarra et al., 2017). 

					Abromaitytė et al. (2003) studied 70 locations in Lithuania. 

					Luxembourg has soil-gas radon measurements from 1994 – 2005, but their number is not known. Maps have been published in internal reports and linked to geological studies (Dubois, 2005).

					The Netherlands performed 475 soil-gas measurements on a national level between 1995 and 1996 (Stoop et al., 1998). 

					Soil-gas radon measurements do not exist in significant numbers in Norway (Watson et al., 2017). 

					In Poland, 228 locations were investigated between 1996 and 2004. Surveys have been made in regions with anticipated high levels, such as: 1) regions with faults, in areas of surface disposal of mining and industrial waste materials, and 2) local, disjunctive tectonic zones (Malczewski & Zaba, 2007; Swakon et al., 2000, 2004; Wysocka et al., 1995). 

					In Romania, 1 081 measurements were made in 5 counties (Cucos et al., 2017). 

					In the Slovak Republic, soil-gas radon measurements were performed at 5 sites of a tectonic zone (Mojzes et al., 2017). 

					In Slovenia, 70 locations distributed over the whole country were investigated (Kovács et al., 2013), and 1 site of a tectonic zone was studied in detail (Vaupotic et al., 2010). 

					Switzerland performed soil-gas radon measurements at 49 locations to improve indoor radon prediction (Surbeck, 1993; Johner & Surbeck, 2001).

			

			A major application of soil-gas measurements is the assessment of radon risk in building sites (Appleton et al., 2000; Matolín & Prokop, 1991; Neznal et al., 2004).

			b. Radon as a natural tracer

			Radon in soil gas is generally employed to infer indoor radon accumulation, but it is also used as a natural tracer of different geological processes, such as the dynamics of volcanic activity, earthquake precursor, tracer of buried faults, tracer of non-aqueous phase liquid (NAPL) contamination and to study relationships between ground water and surface water, as well as estimate ground-water residence time. These will be described below.

			Radon as a tracer of volcanic activity dynamics

			Radon in soil gas is widely used to investigate the dynamics of volcanic activity. Most of the active volcanoes monitored around the world are characterised by continuous injections of magma that stall at very shallow levels or feed complex dyke networks, even at a few metres below the ground surface. Thermal gradients due to magma dynamics may affect the emanating power of the substrate at subvolcanic conditions (Scarlato et al., 2013) or in geothermal areas, modifying the background level of the radon signal (Ricci et al., 2015). Nonetheless, radon emission from the warm host rock is controlled not only by the dependence of the gas diffusion coefficient on temperature (Beckman & Balek, 2002; Voltaggio et al., 2006), but also by the intense hydrothermal alteration and/or weathering processes that affect the substrate, forming hydrous minerals, such as zeolites able to store and release great amounts of water at relatively low temperatures. This thermally-induced devolatilisation strongly enhances the radon signal from the degassing host rock material, giving important information on the ascent of small magma batches from depth (Mollo et al., 2017).

			Radon as a tracer of buried fault geometry 

			In the literature, 222Rn is considered as a convenient fault tracer in geosciences, because of its ability to migrate over comparatively long distances from host rocks and/or deeper sources (if the media is filled with air and until the first water layer), as well as the availability of efficient instruments that can detect it at very low levels. Measuring 222Rn concentration in soil gases is used as a technique to detect and localise active geological faults, as well as to define their shallow geometry and spatial influence, even if they are buried beneath an unconsolidated sedimentary cover (e.g. Baubron et al., 2002; Fu et al., 2008; Walia et al., 2009; Ciotoli et al., 2007, 2014, 2016; Seminsky et al., 2014). 

			The theoretical correspondence between active faults and radon leaks at surface level is linked to the hypothesis that faults and fractures provide enhanced pathways for fluid flows, even in basins filled by unconsolidated cover that can mask the fault trace at surface (Ciotoli et al., 1998, 1999, 2007, 2014). In particular, enhanced 222Rn release from active faults frequently occurs during the stress/strain changes related to seismic activity, whereas crustal fluids are forced to migrate up, thereby altering the geochemical characteristics of the faults and surrounding zones, composed of highly fractured rock materials, gouge and fluid (Annunziatellis et al., 2008; Baubron et al., 2002; King, 1986).

			Local increases in radon emanation along faults could be caused by a number of processes, including precipitation of parent nuclides caused by local radium content in the soil (Tanner, 1964; Zunic et al., 2007), increase of the exposed area of faulted material by grain-size reduction (Holub & Brady, 1981; Koike et al., 2009; Mollo et al., 2011), and carrier gas flow around and within fault zones (e.g., King et al., 1996; Annunziatellis et al., 2008). Therefore, active fault types, permeability, geometry and fracturing area can affect the presence of radon (and other gases) geochemical anomalies in the soil pores in terms of magnitude and distribution pattern at surface (Annunziatellis et al., 2008; Seminsky et al., 2014; Ciotoli et al., 2016). By contrast, fluids (i.e. gases) may have an impact on the strength of a fault by controlling the faulting processes during the deformation stages; therefore faults may result in structures that prevent fluid flow (i.e. cementation, pore collapse, pressure solution), and structures that represent enhanced fluid pathways (i.e. extension fractures) (Caine et al., 1996; Shipton & Cowie, 2003; Shipton et al., 2005; Berg & Skar, 2005; Johansen et al., 2005; Faulkner et al., 2010; Fossen, 2010).

			In general, the evolution of the fault zone is characterised by the initial spatiotemporal heterogeneity, which results in a stepwise development and irregular patterns of fracturing across and along their strike, with alternating segments with denser and rarer faults. At early stages, there are few large faults within the fault zone, whereas at the final stages, the fault zone is dominated by a single main fault (Rotevatn & Fossen, 2011; Fossen, 2010; Seminsky, 2003) (Figure 5-3). In these complex structural scenarios, radon anomalies at surface level can provide reliable information about the location and the geometry of the shallow fracturing zone, as well as about the permeability within the fault zone (King et al., 1996; Baubron et al., 2002; Annunziatellis et al., 2008; Ciotoli et al., 2007, 2016). According to literature data, radon anomalies above active faults show concentrations significantly higher than background levels above the main fault line; then radon concentrations decrease laterally up to background (King et al., 1996; Baubron et al., 2002; Ioannides et al., 2003; Font et al., 2008; Ciotoli et al., 2007, 2015, 2016).
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			Figure 5-3.

			Evolution of a fault. Development of damage zone within and around overlapping fault segments during fault growth (a); the join of two faults segments that resolves in a transfer fault (b).

			Source: Ciotoli et al., 2018.

            
            
			Example of radon distribution in a tectonic depression

			Figure 5-4 shows an example of radon distribution in soil gas in the Fucino plain (Central Italy), a tectonic depression filled by lacustrine and alluvial sediments (max thickness ~ 900 m) (Ciotoli et al., 2007). The plain is bordered and crossed by a complex network of buried and/or exposed faults characterised by a high seismic activity (the plain was struck by the Avezzano earthquake, Mw 7.0, on 13 January 1915). Linear gas anomalies occur in correspondence of the exposed San Benedetto-Gioia dei Marsi Fault (SBGMF), as well as provided clear indication of the presence of buried Ortucchio Fault (OF) and Trasacco Fault (TF) in the middle of the plain, and Avezzano-Celano Fault (ACF) to the north.
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			Figure 5-4.

			Radon distribution in the Fucino plain (Central Italy). The highest concentrations of radon highlight linear anomalies in correspondence of the main faults of the plain: 
exposed faults (San Benedetto-Gioia dei Marsi Fault, SBGMF; Avezzano-Celano Fault, ACF; Parasano Fault, PF), and buried faults (Ortucchio Fault, OF; Trasacco Fault, TF; Luco dei Marsi Fault (LF).

			Source: Modified after Ciotoli et al., 2017.

                

            
            
			Example of anomalous radon values in a tectonic depression

			Figure 5-5 shows the distribution of the highest radon values measured along the strike of the main buried (TF and OF) and exposed (SBGMF) faults of the basin in the Fucino plain (Central Italy). The distribution of anomalous values (>26 kBq/m3, red dots) shows parallel displacement zones that separate different fault segments; peak values generally decrease in correspondence to the fault tips (blue dots). The spatial distribution of peaks (i.e. their shifting along the fault strike) may indicate the presence of junction zones probably related to dense fracturing with a typical geometry, e.g. relay ramps or real transfer faults, causing the fault displacement.

			Furthermore, variations in the offset along the strike of the fault suggests that the linkage process is not completed; if this is the case, the faults of the Fucino basin may still be formed by a series of major segments.
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			Figure 5-5.

			Classed-post map of radon peak values (blue/red circles). Radon values below the anomaly threshold occur in correspondence of the displacement zones along the radon peak alignments.

			Source: Ciotoli et al., 2017.

                

			However, as radon migration does not necessarily occur in the same way through all faults, radon anomalies vary widely in magnitude, shape and position within the main fault zone that can be affected by plastic and brittle deformations related to the stage of formation of the main fault. Seminsky & Bobrov (2009) proposed that soil-gas anomalies depend on the fault type (i.e. reverse or normal faults). Different fault types impose particular fracture patterns, and according to the origin of fluids may lead to a range of different patterns of the anomalies at surface (Ciotoli et al., 2015, 2016; Annunziatellis et al., 2008; Toutain & Baubron, 1999).

			These structural features and their different geodynamic activity predetermine the existence of radon anomalies according to two possible scenarios (Figure 5-6): 

			
					in correspondence of faults, with low permeability core gauge bounded by damage zones, high soil-gas concentrations should occur laterally above the fracture zones (twin-peak anomaly) (Annunziatellis et al., 2008; Seminsky et al., 2014; Ciotoli et al., 2016); and

			
					in correspondence of localised and not healed fault zones, the open fracture network provides interconnected gas migration pathways, resulting in sharp peak anomalies (Seminsky et al., 2014; Annunziatellis et al., 2008).

			

			In the first case, the presence of fault gouge leads to a low-permeability zone; the gouge is thought to alter soil-gas composition as it is usually enriched with trace elements and radionuclides (Lyle, 2007; Sugisaki et al., 1980). King et al. (1996) visualise a twin-peak pattern of 222Rn anomalies in soil gas across a creeping fault; they suggest that this pattern could be caused by the presence of a low permeability zone in correspondence of the fault core (i.e. filled with gouge material) and by the presence of an adjacent, fractured zone. This behaviour was also observed by Annunziatellis et al. (2008).

			This could be a reason for elevated radon concentrations observed in some cases, i.e. geochemical conditions in which radium leaches on the walls of a fault or cracks, resulting in high levels of radon emanation. Changes in permeability and porosity characteristics of the faulted zone due to self-sealing of fractures or weathering processes influence the geochemical signal. Furthermore, small strains induce geochemical anomalies along pre-existing faults that may amplify the anomalies if former stresses were near the critical levels and pore fluids were abundant (King, 1996).
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			Figure 5-6.

			Radon anomalies above a fault vary in intensities and shapes. Spatial irregular distribution of soil-radon concentration is predetermined by the complex architecture (i.e., fault geometry) not healed and healed faults, as well as by the volume of fractured rock involved. (a) open fault network, interconnected gas migration pathways. (b) mature fault with a very low permeability core, bounded by damage zones.

			Source: modified after Annunziatellis et al., 2008.

			c. Radon versus tectonic stress

			Radon emanation from rocks under effective stress variation was investigated using laboratory experiments to detect the evolution process of induced fracturing (Zhang et al., 2016; Mollo et al., 2011; Holub & Brady, 1981). Results reported radon anomalies before rock failure under uniaxial stress, probably correlated with decreasing radon emanation when the acting stress is too low to produce microcracks. When the load exceeded the limit strength of the rock samples, radon concentrations significantly increased, reaching maximum values during the fail, and finally tended to be stable (Zhang et al., 2016; Holub & Brady, 1981) (Figure 5-7).

			Although literature describes some experiments, the mechanism of radon release during rock failure and their connection to earthquakes is still unresolved (Mollo et al., 2011; Ramola et al., 1990). Before an earthquake, stress in the Earth’s crust builds up, causing a change in the strain field and the formation of new cracks and pathways under the tectonic stress. During this change, volatiles play a widely recognised role in controlling the strength of the fault zones. Anomalous changes in radon concentration are closely linked to changes in fluid flow and, therefore, also to highly permeable areas along fault zones.
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			Figure 5-7.

			Radon anomalies from uranium-bearing rocks under uniaxial stress. The graph shows the recorded radon emanation during the formation of microcracks. Results seem to be correlated with decreasing radon emanation when the acting stress is too low to produce microcracks.

			Source: from Holub & Brady, 1981.

			d. Radon as an earthquake precursor: an overview

			Over the past decades, radon in soil gas and dissolved gases has received considerable attention as an earthquake precursor (Wakita et al., 1980; Reddy et al., 2004; Walia et al., 2009; Ghosh et al., 2009; Hashemi et al., 2013; Petraki et al., 2015; Riggio & Santulin, 2015; Hatuda, 1953; Ulomov & Mavashev, 1971; Hirotaka, 1988; Virk & Singh, 1994; Igarashi et al., 1995). According to Cicerone et al. (2009), the term ‘earthquake precursor’ is generally used for phenomena that anticipate some earthquakes. Among the broad spectrum of geophysical and geochemical precursors, radon provides signals of high quality, because, due to its great mobility, it can easily be forced to migrate up by the stress/strain changes related to seismic activity, especially along active faults, thereby altering the physical (i.e. increased permeability) and the geochemical characteristics of the fault zone at surface (Rice, 1980; Sibson, 2000; Collettini et al., 2008). This phenomenon favours intense degassing and may cause formation of radon anomalies on the ground surface with concentrations significantly higher than background levels (King et al., 1996; Toutain & Baubron, 1999; Ciotoli et al., 2007; Annunziatellis et al., 2008; Bigi et al., 2014; Sciarra et al., 2017).

			The link between radon anomalies and seismic events has been explained by different models all referring to the dilatancy process (Scholz et al., 1973; Sibson, 2000). The opening of cracks before an earthquake increases the movement of fluids (i.e. gas transport) within the pores and the newly formed fractures and, together with the modified strength and pore pressure, may cause variations in the chemical-physical characteristics of the rocks. As a result, anomalous concentrations of radon can occur at shallow soil depth up to the final stage of the dilatancy process when the emission of radon stabilises and decreases just before the earthquake. However, the distribution of radon anomalies at surface during the preparation of an earthquake does not justify observing precursory phenomena at long distances from the epicentre area. 

			In general, the width of the zone affected by the stress loading is proportional to the magnitude and to the depth of the occurring earthquakes (i.e. strong earthquakes involve a wide area). Consequently, the problem is rooted in the definition of the area to investigate. In fact, the first problem regarding the use of radon as an earthquake precursor is that the radon decay time does not allow the gas to migrate over long distances. However, even if the monitoring sites are located very far from the earthquake epicentre, the stress propagation may cause some local precursory phenomena (i.e. local radon anomalies) (Riggio & Santulin, 2015).

			Several authors have studied the occurrence of anomalous temporal changes of radon concentration in soil gas (King, 1986; Kuo et al., 2010; Mogro-Campero et al., 1980; Planinić et al., 2001; Ramola et al., 1990, 2008; Reddy & Nagabhushanam, 2011; Walia et al., 2009; Yang et al., 2005; Zmazek et al., 2005) and ground water (Barragán et al., 2008; Favara et al., 2001; Gregorič et al., 2008; Heinicke et al., 2010; Ramola, 2010; Singh et al., 1999; Zmazek et al., 2003, 2006). Toutain & Baubron (1999) analysed 15 cases of geochemical precursors reported in the scientific literature. Taking into account the very high heterogeneity of such datasets, they suggest that the magnitude of gas anomalies is independent of magnitudes and epicentre distances of related earthquakes, suggesting that local conditions may control amplitudes. However, radon anomalies are not only controlled by seismic activity, but also by meteorological parameters such as soil moisture, rainfall, temperature and barometric pressure (Ghosh et al., 2009; Stranden et al., 1984). The influence of these parameters on radon behaviour at surface level makes it complicated and, for small earthquakes, often impossible to distinguish anomalies caused by seismic events from those by meteorological parameters (Choubey et al., 2009; Ramola et al., 2008; Torkar et al., 2010; Zmazek et al., 2003).

			e. Radon as tracer of NAPL contamination 

			Soil radon is also used as a naturally occurring tracer for assessing residual non-aqueous phase liquids (NAPLs) contamination of unsaturated aquifers, because it is extremely soluble in these substances (oil, gasoline, petroleum products and chlorinated solvents) and produces a concentration deficit compared to nearby unpolluted areas. The mapping of this process, known as radon-deficit technique (Semprini et al., 2000), permits identifying the contamination affecting the vadose zone. A review of that process with an exhaustive list of related references has been published by Schubert (2015). Based on equations reported by Schubert (2015), who correlates soil radon activity concentration with NAPL fraction in the pore space (NAPLPi), De Simone et al. (2017) developed a new formula (Equation 5-3) to quantify the residual fraction of kerosene in the subsoil of a site in the Latium Region in Italy. 

			[image: ]

			where J, C and H are site-specific polynomials which depend on soil radon deficit (radon concentration in the polluted site compared to soil radon in close unpolluted areas), soil water content, soil density, radon partition coefficients water/soil gas and NAPL/soil gas and NAPL saturation in the pore space.

			For further details on this calculation, the reader is referred to De Simone et al. (2017) and to Castelluccio et al. (2018). This approach has also been extended to a couple of areas in India where gasoline spills were assumed (Castelluccio et al., 2018). The joint application of geophysical methods based on soil electrical resistivity and induced polarisation strongly improves this kind of investigations, also giving information about residual NAPL configurations in porous media (Johansson et al., 2015; Castelluccio et al., 2018).

			f. Radon as tracer of interaction between ground water and surface water 

			Radon gas has also been used to study the discharge of fresh or saline ground water into coastal zones or into other low-radon surface water bodies. This kind of application (Burnett et al., 2006) works because ground water often has 222Rn concentration orders of magnitude greater than surface water, having a half-life on the same order as many coastal and environmental processes. In addition, improvements in automated monitoring systems have made continuous measurements of radon at environmental activities possible. Estimating ground-water discharges using radon is based on a mass balance approach. Inventories are measured, either as a snapshot or continuously over time, and are converted into input fluxes after making allowances for losses due to decay, atmospheric evasion, and other net ‘mixing’ terms, such as for example advective transport of radon-rich ground water (pore water) through sediment. Thus, if one can measure or estimate these radon fluxes, the water discharge may be estimated (Burnett & Dulaiova, 2003; Tuccimei et al., 2005). 

			Radon may also be used to determine ground water infiltration velocity in river bank areas (Van Giap, 2003) and to measure river–ground water exchange at the riparian margins of fluvial systems (Close et al., 2014). The radon concentrations measured in rivers are actually very low and tend to grow in shallow ground water with increasing distances from the river. This is consistent with radon ingrowth processes to determine equilibrium radon values and ground-water velocities near rivers.

			Examples of radon anomalies

            
			The first evidence of anomalous radon concentrations in soil gas was reported by Hatuda (1953) before the Tonankai earthquake in Japan (magnitude M=8, December 1944). Changes in radon concentrations were also observed during the spring before the 15 April 1966 earthquake of M=5.3 in Tashkent, Figure 5-8 (from Ulomov & Mavashev, 1971). 

			Another important example has been reported by Igarashi et al. (1995), who monitored radon concentrations in a well at a depth of 17 m between November 1993 and March 1995 (Figure 5-9). The radon concentration increased from October to November 1994, reaching 60 Bq/l (up to three times the background value). Furthermore, a sudden increase was recorded on 7 January and followed by a sudden decrease on 10 January, 7 days before an earthquake of magnitude 7.2. In India, Singh et al. (1991) measured radon anomalies before different earthquakes (April 1986, M=5.7; March 1987, Kangra earthquake, M=7; June 1988, M=6.8). Recently, radon pre-seismic anomalies in subterranean cave and soil air in Korea, Nepal, and Taiwan have been reported by Oh et al. (2015), Deb et al. (2016) and Fu et al. (2017), respectively.
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			Figure 5-8.

			Evidence of radon anomaly in ground water as a precursor of earthquakes before the 1966 Tashkent earthquake of magnitude M=5.3.

			Source: from Ulomov and Mavashev, 1971.
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			Figure 5-9.

			Radon concentration measured in a well in the southern part of Nishinomiya city, Japan.

			Source: redrawn from Igarashi et al., 1995.

                

			5.1.4 Challenges to developing a European map

			As seen in Section 5.1.3, nationwide soil-gas radon surveys have been performed in some European countries, such as the Czech Republic, Germany, Sweden, the Slovak Republic and the United Kingdom. In several other countries, only local or regional data exist, and elsewhere there are no soil-gas radon data at all. If one were to develop a European map, a harmonised dataset would be needed since countries designed different surveys in the past. For instance, in some countries (e.g. the Czech Republic, Germany) a site is characterised by more than single measurements in an effort to minimise the error caused by heterogeneity, but in other countries instantaneous measurements are made with no repetition. Another example is the difference in the measurement depth. There are also limitations on soil-gas radon measurements: they are time-consuming and expensive, and a lot of environmental factors cause temporal and spatial variability in the concentration. Thus a properly implemented measurement protocol is indispensable, e.g. preventing soil air from mixing with outdoor air during the measurements or taking into account its temporal variations. Nowadays it can be said that there is a recognised and commonly used standard for measuring soil-gas radon at measurement depths of at least 0.8 - 1 m.

			In order to create a European soil-gas radon concentration map, only comparable data should be collected and mapped. To verify field measurements of soil-gas radon, it is necessary to perform intercomparison exercises. 

			When harmonising datasets from different sources, one has to be aware that estimation – in the physical sense, i.e. physical sampling and measuring – is made according to protocols. In the good case, that is, if quality assurance is in place, these protocols are well-defined and codified. However, they may differ between institutions, authorities and countries, depending, inter alia, on legal or regulatory constraints, or the natural situation in which the quantities are sampled. (For instance, in predominantly rocky regions, soil radon will be sampled differently than in thick, humic soils.)

			This means that the same nominal, or theoretical, quantity, translates into different operational quantities. Here is an example: the concentration of radon in soil gas, as estimated in the Czech Republic and Germany. In the former, at least 15 samples have to be taken from an area the size of building ground (up to 800 m²), soil air taken from a depth of 0.8 m, and the 75 % percentile of the measurement results (Neznal et al., 2004). In the latter, 3 samples located at the corners of an equilateral triangle with side length 3 – 5 m are taken from a depth of 1 m, and the maximum value of the measurements is retained as the operational variable (Kemski et al., 2001, 2009). The influence of the different protocols has been studied. The result was that the difference of results is quite small.

			As a consequence, when attempting to integrate datasets, one must first harmonise operational variables; that is in practice, to ‘recalculate’ tabulated values. In some cases, this is not trivial and requires additional studies and intercomparisons, modelling steps including model assumptions and estimation of model parameters. In any case one must expect to introduce additional uncertainty, which we may call ‘harmonisation uncertainty’, another non-trivial source which one has to take into account when trying to establish an uncertainty budget.

		

	
		
			Appendix 4 - Periodic Table of the Elements
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			Table A4-1.

			Periodic Table of the Elements.

			Source: Copyright © 2018 IUPAC, the International Union of Pure and Applied Chemistry. Modified by EANR, EC-JRC, 2019.

		

	
		
			Case study: Radon exhalation measurements in the laboratory 

			This section focuses on a methodology to measure the radon exhalation of soil-rock building-material samples in the laboratory. This approach uses an active-continuous radon monitor, a cylinder with desiccant and a vessel (modified pressure cooker) as accumulation chamber. This experimental configuration (Figure 5-12), presented by Tuccimei et al. (2009), improves that of Tuccimei et al. (2006).

			The new method makes use of a continuous monitor equipped with a solid-state alpha detector, connected in line with an accumulation chamber, consisting of a 5.1 l modified stainless steel pressure cooker with a mechanical tightness system, supplied with a 9 V circulation fan (17 cm diameter) for mixing purposes (Figure 5-12). The chamber, placed in a refrigerating thermostatic bath, is connected via vinyl tubing to a gas-drying unit filled with a desiccant (CaSO4, 3 % CoCl2, as indicator) and to a continuous radon monitor. The instrument draws air from the chamber, through the desiccant and an inlet filter (with the aim to stop the radon progeny), into the monitor.
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			Figure 5-12.

			Experimental set-up used to determine radon and thoron exhalation rates from soil samples.

			Source: Tuccimei et al., 2009.

			The air is then returned to the vessel from the radon monitor outlet. The radon contained in the filtered air dacays inside the monitor chamber, producing detectable alpha-emitting progeny, particularly polonium isotopes. Alpha particles are collected on a surface barrier silicon detector thanks to an electrostatic field produced by a high voltage applied on the chamber walls. The solid-state silicon detector converts alpha radiation directly to an electrical signal, discriminating the electrical pulses generated by alpha particles from the polonium isotopes (218Po, 216Po, 214Po, 212Po) with energies of 6.0, 6.7, 7.7 and 8.8 MeV, respectively. With this approach, it is possible to use only the 218Po peak for 222Rn and 216Po for 220Rn, obtaining a rapid equilibrium between polonium and radon nuclides, because the equilibrium between 218Po and 222Rn is achieved in about 15 min (about five times the half-life of 218Po), and between 216Po and 220Rn in a few seconds. The 222Rn growth curve is monitored with cycle times of 2 hours per day in order to calculate the exhalation rate that is proportional to the slope of the linear part of the growth curve. The measurement allows simultaneous determination of 222Rn and 220Rn exhalation rates that can be referred to the surface of the material. The detection limit of the experimental apparatus is equal to 0.01 Bq/ h for 222Rn and to 6 Bq/ h for 220Rn.

			222Rn (E222, Bq m-2 h-1) and 220Rn (E220, Bq m-2 h-1) exhalation rates are calculated using Equations 5-7 and 5-8 below:
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			where:

			m (Bq m-3 h-1) is the initial slope of the radon growth curve;

			[image: ] and [image: ] are 222Rn and 220Rn decay constants (h-1);

			C0 is the initial radon concentration (Bq/m3);

			V is the free total volume of the analytical system (m3);

			S is the surface of the accumulation chamber (m2);

			Cm is the equilibrium 220Rn concentration (Bq/m3);

			V0 and V1 (m-3) are the free volume of the accumulation chamber and the volume between the outflow of the accumulation chamber and the inflow of the radon monitor, respectively; and

			Q is the flow rate in the system.

			The second term of Equation 5-8 corrects for the decay of 220Rn during transport in the closed system, because the thoron half-life (56 s) is comparable with the time required to complete a whole loop, causing the underestimation of thoron activity concentration (Ishimori et al., 2013). 

			In order to test the experimental set-up and sample preparation procedures, validation tests have been carried out using ‘Tufo Rosso a Scorie Nere’ (TRSN) pyroclastic flow as standard material (Tuccimei et al., 2009). This tuff, emitted from the Vico volcanic apparatus (50 km northeast of Rome, Italy), is commonly used in cut-stone and concrete masonry because of its lightness, tenacity and machinability. TRSN standard, crushed and sieved between 1 and 2 mm, has always been weighed (1 kg) and dried at 110 °C for 24 hours before beginning the experiments. Validation tests have been performed with air mixing, and the temperature has been kept constant at 20 °C, introducing the accumulator in the refrigerating thermostatic bath. Reproducible results have been obtained within the range of analytical uncertainties (about 5 %).

			With the aim of investigating the influence of temperature on radon exhalation rates, Tuccimei et al. (2009) carried out another specific 19-day test on TRSN standard (Figure 5-13) without using the thermo-refrigerating bath, but allowing the sample to experience ambient temperature fluctuations. The theoretical radon accumulation curve has been modelled with Equation 5-9, using the value of m in Equation 5-7 (slope of the curve) equal to 10.44 derived from standard 24-hour tests:
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			where:

			Ct (Bq/m3) is the radon activity concentration at time t (h-1);

			C0 (Bq/m3) is the initial radon concentration;

			λ is the 222Rn decay constant (h-1);

			E222 is the 222Rn exhalation rate (Bq/h); and

			V is the free total volume of the analytical system (m3).

			As seen in Figure 5-13, the experimental 222Rn growth curve is regular during the first segment of the test (up to about 250 hours, segment 1), when temperature changes are not so relevant (less than 2 °C). In the second part of the experiment (from 250 to 370 hours, segment 2), abrupt changes of radon concentration are recorded along with corresponding significant and rapid temperature fluctuations (up to 12 °C changes in a few hours). Throughout the last section of the experiment (segment 3), radon fluctuations are linked to parallel oscillations of temperature data in the frame of a general decrease of both variables. 

			This test clearly shows a direct correlation between large temperature changes and variations of radon concentration within the experimental set-up. A similar finding on the effect of rapid temperature increases on radon exhalation rate (as in the last 10 hours of segment 2) was reported by Kovler (2006a, b), where peaks of radon exhalation rates coincide with those of temperature measured on the surface of cement pastes, due to hydration heat development during the shrinkage phase. The author states that heating the material weakens physical adsorption of radon gas atoms on the newly formed solid surfaces, enhancing radon release. Smaller temperature changes during longer periods (as in segment 1 of Figure 5-13) do not seem to affect 222Rn exhalation rates significantly.

			In conclusion, validation tests suggest that the experimental procedure presented above provides exhalation rates for dried geological materials in order to remove the effect of soil moisture and to correlate meaningfully all experiments. In addition, it can be said that a 24-hour circulation of radon gas in a closed-loop circuit seems to slightly reduce the exhalation because of radon absorption by the drying agent and minor diffusion/absorption by vinyl tubings.
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			Figure 5-13.

			Experimental 222Rn growth curve of TRSN standard (red squares) over a 19-day experiment performed at ambient conditions (variable temperature) compared with a theoretical radon curve (blue line) modelled for a constant temperature of 20 °C, with a value of m = 10.44. Temperature data are indicated with black triangles. The reference temperature of 20 °C is indicated with a full horizontal line. Errors are around 5 %.

			Source: Tuccimei et al., 2009.

		

	
		
            
			Case study: Simplified description of the Ukrainian geology

			The general features of the geological structure of Ukraine are determined by its location within: 1) the Eastern-European Pre-Riphean Platform; 2) the Scythian Epipaleozoic Plate; 3) the folded belt of the Ukrainian Carpathians and Crimean mountains, which is a part of the Alpine-Himalayan belt of Eurasia, formed during the Alpine orogeny in the Cenozoic era. 

			The geostructural axis of the whole Ukraine is the Ukrainian Shield, extending from north-west to south-east through the entire country with a stripe of about 1 000 km length and 250 km width. It has a long and complex history, spanning an interval more than three billion years, during which geological structures evolved, ranging from granulite-gneiss and granite-greenstone terrains in the Early and Late Archaean to intracratonic basins and troughs and zones. Inside the Ukrainian Shield, there are notably the folded Precambrian basement and the overlaying Phanerozoic sedimentary cover of irregular distribution and total thickness up to 120 m.

			The Ukrainian Carpathians are represented with an area of young (Alpine) orogeny that commenced in the Neogene period, and it still continues. The Crimean Mountains emerged in the Mesozoic era, and then collapsed; their rejuvenation occurred in Alpine time, resulting in their fold-block patterns. The Donetsk folded structure arose under Hercynian orogeny.
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			Figure 2-33.

			Geological structure of the Ukraine.

			1 - Eastern-European Pre-Riphean Platform; 2 - Ukrainian Shield: a - in contours of isohypse of basement 0 km, b - under formations of Volyno-Podilska Plate; 3 - Slopes of Ukrainian Shield and Voronezhskyi massif in contours of isohypse of basement -1 km; 4 - Volyno-Podilska Plate and fragments of Moldovska Plate (a) under formations of Prychornomorska Depression (b); 5 - Volyno-Poliskyi Riphean Trough; 6 - Dnistrovskyi Late Vendian-Early Devonian Pericratonic Trough; 7 - Prychornomorska Cretaceous-Paleogene Depression; 8 - Dniprovsko-Donetska Mesozoic Depression; 9 - Prypyatskyi Late Devonian-Carboniferous Trough; 10 - Dniprovsko-Donetskyi Riphean-Devonian paleorift; 11 - South-Western limb of Voronezhska Anteclise (a) under formations of Dniprovsko-Donetska Depression; 12 - Prydobrudzhska Jurassic Depression; 13 - Western-European Epipaleozoic Platform and structural elements of its basement: Lezhaiskyi massif (1) and Roztochska zone (4) of Baikalska consolidation, Kokhanivska (2) and Rava-Ruska (3) zones of Caledonian consolidation; 14 - Scythian Epipaleozoic Plate; 15 - Karkititsko - Northern Crimean Triassic and Early Cretaceous Trough; 16 - Kalamitske Central Crimean Cretaceous-Paleogene Uplift; 17- Alminska (1) and Bilogirska (2) Cretaceous Depressions; Folded Structures: 18 – Hercynian-Marmaroshskyi massif, altered with Alpine folding (1), Northern Dobrudzha (2), complicated with Cimmerian folding, and Donetskyi Basin (3); 19 - Cimmerian-Alpine – Mountainous Crimea and Kerch Peninsula ; 20 - Alpine – Carpathian Mountains; 21 - external border of Galician-Crimean Riphean-Triassic Paleorift; Foreland Basins: 22 - Pre-Dobrudzha Foredeep (Carboniferous-Early Triassic); 23 – А: Precarpathian Foredeep (Miocene), B: Indolo-Kubanskyi Foredeep (Oligocene-Miocene); 24: Inner Eastern Carpathian Trough (Miocene-Pliocene); 25: borders of tectonic structures.

			Source: Velikanov & Baisarovich, 2005.

                

			2.3.3 Simplified description of European soil 

			Soil is defined as the uppermost layer of the Earth’s crust and is the interface between the ground, air and water. Soil performs many vital functions: food and other biomass production, storage, filtration and transformation of many substances including water, carbon, nitrogen. Soil has a role as a habitat and gene pool, serves as a platform for human activities, landscape and heritage and acts as a provider of raw materials. 

			It is a natural substance composed of weathered rock particles (minerals), organic matter, water and air. A typical sample of mineral soil comprises 45 % minerals, 25 % water, 25 % air and 5 % organic matter – however, these proportions can vary. The organic matter can include living organisms, the decaying remains of plants or excretions by plants and animals. It is an extremely complex, variable and living medium.

			Soils are the result of six main factors: parent material (rocks and sediments), climate, position in the landscape, vegetation, living creatures, time and the effect of people. The patterns shown on the map reflect variations in the intensity of the various soil forming factors from one region to another and explain why there are so many different types of soils in Europe.

			Soil-forming processes tend to be slow and occur over long periods of time — typical rates of soil formation under permanent grasslands in temperate climates are in the order of only 1 – 2 cm per 100 years. Soil that is lost due to degradation processes (e.g. erosion, pollution) would need hundreds or thousands of years to recover naturally. Compared to the lifespan of human beings, soil loss is not recoverable which means that soil must be regarded as a non-renewable resource.

			From the photographs in this section, it is clear that soils have distinct colours, which are due to the varying proportions of organic and mineral matter. If the soil is rich in organic matter then the soil is dark and vice versa. If the soil is rich in a specific mineral, such as iron oxide (red) or calcium carbonate (white), then the soil will reflect that colour.

			The soil resources of Europe are diverse. The map in Figure 2-34 below is derived from the 1:1 000 000 scale Soil Geographical Database of Eurasia. The database is the result of a collaborative project involving all the European Union Member States and neighbouring countries. The map shows a simplified representation of the diversity and geographical variability of the soil cover across Europe. The underlying database has been processed to extract the most dominant soil type for a particular unit of landscape. Each colour represents a specific type of soil as recognised by the World Reference Base System.

			Relatively young soils dominate northern and central Europe. Soils in northern Europe tend to have higher organic matter content than those in the south. Poorly developed soils or soil with accumulations of calcium carbonate characterise the Mediterranean basin.
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			Figure 2-34.

			The major soil types of Europe.

			Source: EC-JRC.

			Soil and gases 

			Gases are found in spaces between soil particles. The amount of gas contained by soil is directly related to the bulk density of the soil and the amount of water held in the soil profile at a particular moment in time. In turn, this is governed by the texture and structure of the soil. Structure is conditioned by the amount of organic matter in the soil.

			There is a strong link between the gas and water content of the soil, in most cases they are inversely related. As water drains or is removed from a soil pore by drainage, evaporation or root absorption, the space is filled by gases. The network of pores within the soil facilitates the movement of gas and is responsible for aerating or ventilating the soil. 

			The main gases found in soil are nitrogen, carbon dioxide, oxygen, methane and radon. Oxygen is critical because it allows for respiration of both plant roots and soil organisms. In most cases, the concentration carbon dioxide is higher in soil than the atmosphere at ground level. 

			In soil, gases move by diffusion along a gradient from high concentration to low concentration.

			Soil structure

			The structure refers to the natural arrangement of soil particles (also called aggregates) and the space between them. 

			Soil structure has a major influence on root growth and the movement of water and air within the soil. It depends on factors such as the parent material, the chemistry and structure of minerals, biological activity and environmental conditions (such as shrinking the presence of swelling clays or freezing and thawing). 
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			Figure 2-35.

			Examples of soil structure (clockwise from top left: grannular or crumb; blocky, platy; prismatic or columnar.

			Source: FAO.

			
				
					[image: ]
				

			

			Figure 2-36.

			Soil texture triangle – soils can be categorised according to their texture following particle size analysis in a laboratory. Thus a soil with 40 % sand, 40 % silt and 20 % clay fractions will be a loam.

			Source: FAO.
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			Figure 2-37.

			Profiles of sand (left) and clay (right) soils.

			Source: Erika Micheli.

			Soil structure is affected and damaged by different land management practices such as tillage, wheel traffic and animal stocking densities. Structure can be improved through the addition of organic matter (such as compost), crop rotations or avoiding tillage, especially in wet conditions. 

			Soil structure is usually described in terms of the degree of aggregation (from structureless to strong), size (very fine to very thick) and shape of aggregates (e.g. granular or crumb, blocky or subangular, prismatic or columnar, platy).

			Soils with a good structure will have lots of spaces or pores between aggregates. Soils with few pores and fissures are said to be compacted.

			Soils with a high clay or organic matter content tend to have a more stable soil structure than those that are mostly sand or silt. The presence of sodium salts in the soil can cause the structure to collapse.

			Soil texture 

			Texture describes the proportion of different sized mineral particles that are found in a soil (Figure 2-36). 

			The main particle size classes are clay (< 0.002 mm), silt (0.02 – 0.63 mm) and sand (0.063 – 2.0 mm). Furthermore, large sand particles can be described as coarse, medium and fine. 

			Texture is measured by sieving or by feeling the grains by rubbing the soil between your fingers. Particle size classifications may vary between different countries.

            
			Soil permeability and erodibility

			The greatest obstacle to soil erosion modelling at larger spatial scales is the lack of data on soil characteristics. One key parameter for modelling soil erosion is the soil erodibility, expressed as the K-factor in the widely used soil erosion model, the Universal Soil Loss Equation (USLE) and its revised version (RUSLE). The K-factor, which expresses the susceptibility of a soil to erode, is related to soil properties such as organic matter content, soil texture, soil structure and permeability. The K-factor is a lumped parameter that represents an integrated annual value of the soil profile reaction to the process of soil detachment and transport by raindrops and surface flow (Renard et al., 1997). Soil erodibility is best estimated by carrying out direct measurements on field plots (Kinnell, 2010). However, since field measurements are expensive and often not easily transferable in space, researchers investigated the relation between ‘classical’ soil properties and soil erodibility. 

			Soil erodibility combines the influence of texture (silt, sand, clay), soil organic carbon, soil structure, permeability, coarse fragments and stone cover. At European scale, those attributes are available in the Land Use/Cover Area frame Survey (LUCAS) Topsoil database (Orgiazzi et al., 2018). In the 2009 LUCAS survey, topsoil samples (0 – 20 cm) were collected from 19 969 locations (approximately 10 % of the total LUCAS observations) from 25 out of 28 EU countries, except for Romania, Bulgaria and Croatia. In the 2012 LUCAS survey, a further 2 034 topsoil samples were collected from Bulgaria and Romania following the standard procedure of 2009. In total around 22 000 soil samples of the LUCAS topsoil have been used to develop a high-resolution soil erodibility dataset (Figure 2-38).

			Since data on soil permeability are not available at European scale, the textural classes were used to derive the soil permeability. The effect of stone cover is important both on the soil permeability and the shielding of rain splash. The majority of the samples had a moderate permeability class which means that their texture is loam or silty loam (Saturated hydraulic Conductivity: 5.1 – 20.3 mm/h). However, if we take into account the coarse fragments, the permeability of soils decreases. In future analysis, data analysis of the fraction of very fine sand and hydraulic conductivity would certainly improve the textural and permeability calculation factors, and lead to more precise estimations of soil erodibility.

			Surface stone content, which acts as protection against soil erosion was for the first time included in the K-factor estimation. This correction is of great interest for the Mediterranean countries, where stoniness is an important regulating parameter of soil erosion (Panagos et al., 2014).

			The soil erodibility dataset (Figure 2-38) is reverse to the permeability, which means that low permeability contributes to high erodibility values (also high erosion ones), while fast permeability has an influence in lower erodibility values. The soil erodibility dataset is also an index for the vulnerability of ecosystems.
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			Figure 2-38.

			Soil erodibility map (K-factor) in the European Union (EU).

			Source: Panagos et al., 2014.

                

		

	
		
			Chapter 8
Cosmic radiation and cosmogenic radionuclides
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			Clockwise from top-left:

			NGC 4414, a typical spiral galaxy in the constellation Coma Berenices, is about 55 000 light-years in diameter and approximately 60 million light-years from Earth.

			Source: The Hubble Heritage Team (AURA/STScI/NASA)NASA Headquarters - Greatest Images of NASA (NASA-HQ-GRIN).

			Camerino hills: Sun on the hills, Camerino, Italy.

			Source: Ferdinando Cinelli.

			Monte Vettore sunrise: Sunrise, Monte Vettore, Sibillini Mountains National Park, Italy.

			Source: Ferdinando Cinelli.

			Camerino panorama: Panoramic viewpoint from Rocca dei Borgia, Camerino, Italy.

			Source: Ferdinando Cinelli.

			Sun during the Venus transit of June 2012.

			Source: Marc De Cort.

			This chapter addresses the effects of cosmic radiation. Cosmic rays are atomic nuclei accelerated to high energy levels, thus creating electrons, gamma rays, neutrons and mesons when interacting with atmospheric nuclei.

			Cosmic-radiation flux depends highly on altitude above sea level.

			The intensity of cosmic radiation also depends on solar activity and variations in the geomagnetic field; together with other factors, this triggers a 50 % variation in production rates of cosmogenic radionuclides on the Earth. Cosmogenic radionuclides are created when cosmic rays interact with gases and particulate matters in the Earth’s atmosphere.

			The first section describes the rationale of the Annual Cosmic-Ray Dose Map, which has been developed by the Joint Research Centre of the European Commission. This map has a resolution of 1 km × 1 km and shows that the cosmic-ray dose mean value in Europe is about 390 microsievert (µSv). It also shows a strong correlation between dose and altitude, with the highest dose levels occurring in the Alps, the Pyrenees and in eastern Turkey, all mountain regions.

			The dose map section illustrates annual effective dose per capita per country; it shows that Turkey has the highest value (399 µSv/a) and Iceland the lowest (298 µSv/a), with an average of 334 µSv/a for the countries studied.

			The next section addresses cosmogenic radionuclides. Concentration of cosmogenic radionuclides depends on the interaction between cosmic radionuclide production, decay, transport and deposit at the Earth´s surface. Examples of different cosmogenic radionuclides are listed, along with illustrative applications showing how measurements of cosmogenic radionuclides can be used. For example, specific radionuclides may be used to date soil sediments and ground water in aquifers. Radionuclides are also useful for studying global climate change and air quality, thus making measurements important regionally and globally.

			Monitoring beryllium-7 (7Be) activity concentration is of special interest. This radioisotope is created in the stratosphere and in the upper troposphere, attaches to aerosols and is transported horizontally and vertically by wind and gravity. Then it is removed from the atmosphere through the mechanism that also governs aerosols. Therefore, monitoring 7Be can greatly help in research on mass exchange between the stratosphere and troposphere as well as on local meteorological conditions.

		

	
		
			Chapter 2
General background information
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			Clockwise from top-left:

			Borkum sand island, North Sea coast, Germany.

			Source: Peter Bossew.

			Törvajöe variegated limestone in blocks fallen from klint escarpment. Törvajöe, Estonia.

			Source: Tınis Saadre.

			The Aurora Borealis, or Northern Lights, shines above Sauðárkrókur, Iceland.

			Source: Vincent Guth on Unsplash.

			Folded limestone flysch, San Rocco, Liguria, Italy.

			Source: Rotraud Stiegler.

			This chapter provides the background information necessary to understand how ionising radiation works, why it is present in our environment, and how it can be represented on a map.

			The ionising radiation discussed in this chapter consists of alpha, beta and neutron particles as well as gamma rays. Each interacts with matter in a specific way, causing biological effects that can be hazardous. Health risk from radiation is described by the absorbed dose, equivalent dose and effective dose, calculated using specific weighting factors. The effects of ionising radiation on humans can be deterministic and stochastic. All this information leads to the general principles of radiation protection. Natural ionising radiation is emitted by a variety of sources, both cosmogenic and terrigenous, and can be primordial (existing since the origin of the Solar System) or secondary (created by the interaction of radiation with matter). The most important terrestrial primordial radionuclides are uranium (238U and 235U decay series), thorium 232Th decay series and potassium 40K. One particular descendant from uranium and thorium is radon gas, having a particular impact on human health. As radon forms by radioactive decay inside mineral grains, part of it escapes into the pore-space (emanation), and migrates to the atmosphere (exhalation). Once present in indoor air, radon becomes a potential source of hazardous exposure to the occupants. Being radioactive, it produces progeny that partly attaches to aerosol particles, leading to an attached fraction and an unattached fraction. The relation between radon gas, aerosol particle size and concentration and those attached and unattached fractions determines the health risk (by inhalation) to humans. In this way, scientists can estimate the different sources and contributions to radiation doses to humans, presented in a dose pie-chart. A case study about Ukraine shows how the highest radiation exposure to the population comes from natural radiation sources. Due to the radiation protection measures imposed, the exposure due to the Chernobyl accident is less.

			The composition and structure of the sub-surface, described by geology, has a strong influence on the local level of natural background radiation, along with other conditions such as altitude and climate. Looking at the geology of Europe, one can already form a general and large-scale idea of the level of natural radioactivity that can be expected. For instance, young and mobile unconsolidated sediments (like clay or sand) that are found in many regions in northern and northwestern Europe contain generally fewer radionuclides than certain magmatic or metamorphic rocks found in for example Scandinavia (Fennoscandian Shield), Central Europe (Bohemian Massif), France (Bretagne and Central Massif) and in Spain (Iberian Massif). The more recent alpine mountain belts are composed of many different types of rocks, leading to strong spatial variations in radiological signature and radiological background. Some types of volcanic rocks have a higher radionuclide content and can lead to increased indoor gamma dose rates and radon or thoron concentrations. Another specific case are karstic limestone areas, where the radiological risk varies locally, leading to strong hot-spots of natural radioactivity. Organic-rich shale and slate can also be enriched in uranium leading to an increased radiological risk. Other geological factors like fractures such as faults can favour radionuclide concentration and radon migration to the surface. The topmost layer of the Earth’s surface is often covered by a soil layer, which can influence the local content in radionuclides and affect the natural radioactivity presented in this Atlas.

			The final section of this chapter describes the process of generating a map based on available knowledge and experimental data. Statistical analysis is the tool used to interpret the data and knowledge and the principles are illustrated and described in detail in this part. Concepts like accuracy and precision have very specific meanings in statistical terms, and it is important to appreciate them when dealing with data. Measurement uncertainty, sample bias, choice of scale and resolution are other examples, just to mention a few of the considerations going into the design of a survey or map. Without data there could be no map but without a detailed knowledge of the quality, the limitations and the different ways in which data could be sampled and interpreted, one cannot hope to create a useful map. The complexity of the process is demonstrated, and it concludes with a case study on designing a soil-gas survey.
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Terrestrial radionuclides
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			Clockwise from top-left:

			Limestone formation, Karlstein region, Czech Republic.

			Source: Tore Tollefsen.

			Waves crashing against cliffs, Calblanque Regional Park, Spain, one of the few undeveloped shorelines along the Mediterranean Sea.

			Source: Tore Tollefsen.

			The Giant’s Causeway, County Antrim, Northern Ireland, is an area of about 40 000 interlocking basalt columns, the result of an ancient volcanic fissure eruption.

			Source: Peter Bossew.

			Danube, Vienna forest, Austria marks the northern end of the Alps.

			Source: Peter Bossew.

			Pebbles, Danube river, Austria. The Danube flows through many different geological zones, reflected by the diversity of the pebbles found along the river.

			Source: Peter Bossew.

			Radioactive decay of radionuclides found in the Earth accounts for more than 50 % of the total dose received by the population.

			This chapter describes the characteristics, materials and methods used to produce European maps of uranium (U), thorium (Th) and potassium (K) concentration in, respectively, soil and bedrock. The maps of U, Th and K concentration in soil are based on data from two geochemical projects carried out at the European level: FOREGS (topsoil data) and GEMAS. After tests for the possibility to harmonise the databases, it was realised that the best solution was to merge the two databases without any correction-harmonisation. Areas characterised by the highest values for all the elements considered are found in Central Italy, Northwest Spain, East Sweden, South Finland and Central France.

			At present, mapping U, Th and K2O concentration in bedrock is extremely difficult due to the scarcity of data available, whereas maps of U, Th and K2O concentrations in soil have been completed. For mapping U, Th and K2O concentration in bedrock for this Atlas, a simple methodology has been developed on a country-by-country basis. The methodology consists in mapping the arithmetic mean of U, Th and K2O over geological units. The arithmetic means of the radionuclides concentration are estimated from geochemical and radiological data compiled from scientific literature. Maps of U, Th and K2O concentration in bedrock are displayed for Italy, Spain and Portugal as examples. 

		

	
		
			Introduction

			All types of food contain some natural radionuclides that are transferred from the soil to the crops on land and from water to fish in rivers, lakes and the sea (Figure 7-1). The levels of natural radionuclides in food and drinking water are generally very low and safe for human consumption. However, concentrations of radionuclides of natural origin vary between different types of food because of different environmental conditions, agricultural practices and other factors that affect radionuclide transfer from the environment to crops and animal products (UNSCEAR, 2000b). Concentrations of natural radionuclides differ between food categories and inside each category, such as vegetables, cereals, fruits, meat and fish. In addition, doses due to food consumption vary, depending on the food types that are consumed in the various countries (IAEA, 2016). Therefore, it is important to know radioactivity levels in food and inform consumers about potential risks. Radiation doses from the consumption of foodstuffs typically range from a few tens to a few hundreds of µSv per year (IAEA, 2016; FAO/WHO, 2001). On average, the global population receives a total radiation dose of about 0.3 mSv each year due to radionuclides of natural origin in the diet. Typically, this represents 10 % of the average annual radiation dose of 3 mSv from all sources received by an individual (IAEA, 2016).

			Total Diet Studies

            
			One way to monitor food doses is through Total Diet Studies. This method is recommended by the European Food Safety Authority (EFSA), Food and Agriculture Organization of the United Nations (FAO) and the World Health Organization (WHO), in order to determine the mean concentration levels of substances in the average human diet (EFSA, 2011). A Total Diet Study consists of selecting and collecting types of food representing the overall diet of a population, which are prepared as they are consumed and pooled into representative food groups before the radionuclides contents in the food are analysed. Combined with food consumption data, the results allow scientists to calculate the amount of each radionuclide that is being consumed by a specific population as part of their typical diet (EFSA, 2011).

			Because of authorised or accidental releases from the nuclear power industry, military facilities as well as nuclear weapons tests, anthropogenic radionuclides such as 137Cs or 90Sr are also present in the environment and often the main target of food monitoring programs. According to Articles 35 and 36 of the Euratom Treaty, all EU Member States are required to monitor mostly artificial radioactivity in the environment; hence many national legislations include maximum levels of radionuclides, mostly artificial, in food (Máté et al., 2015). Unfortunately, only some countries monitor both artificial and naturally occurring radioisotopes by radionuclide. Mostly, 226Ra, and in some cases also uranium and 210Po, are examined (Máté et al., 2015). 
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Radon
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			Clockwise from top-left:

			Three radon passive detectors on a desk.

			Source: Jose-Luis Gutierrez Villanueva.

			Former uranium mine, Ciudad Rodrigo, Spain.

			Source: Tore Tollefsen.

			Soil-gas sampling, RIM 2018 exercise, Cetyne, Czech Republic.

			Source: Tore Tollefsen.

			Metamorphic-Variscan plutonite. Contact zone betwen old metamorphic and newly intruded (Variscan) plutonite. This is the main uranium-bearing zone, Ciudad Rodrigo, Spain.

			Source: Peter Bossew.

			Block of flats built on alum shale, Røyken, Norway. Røyken is one of the communities in Norway with the highest indoor radon concentration.

			Source: Peter Bossew.

			Radon isotopes (222Rn, 220Rn) are noble, naturally occurring radioactive gases. They originate from the alpha decay of radium isotopes (226Ra, 224Ra), which occur in most materials in the environment, i.e. soil, rocks, raw and building materials. Radon is also found in ground and tap water. The two radon isotopes are chemically identical, but they have very different half-lives: 3.82 days for radon (222Rn) and 56 seconds for thoron (220Rn). Thus, they behave very differently in the environment. Both isotopes are alpha-emitters; their decay products are polonium, bismuth and lead isotopes.

			The main source of radon in air (indoor or outdoor) is soil, where radon concentrations are very high and reach tens of Bq/m3. Radon release from soil into the atmosphere depends on radium (226Ra) concentration in soil, soil parameters (porosity, density, humidity) and weather conditions (e.g. air temperature and pressure, wind, precipitation). Outdoor radon concentrations are relatively low and change daily and seasonally. These changes may be used to study the movement of air masses and other climatic conditions.

			Radon gas enters buildings (homes, workplaces) through cracks, crevices and leaks that occur in foundations and connections between different materials in the building. This is due to temperature and pressure differences between indoors and outdoors. Indoor radon is the most important source of radiation exposure to the public, especially on ground floor. Radon and its decay products represent the main contributor to the effective dose of ionising radiation that people receive. Radon is generally considered as the second cause of increased risk of lung cancer (after smoking). 

			The only way to assess indoor radon concentration is to make measurements. Different methods exist, but the most common one is to use track-etched detectors. Such detectors may be used to perform long-term (e.g. annual) measurements in buildings. The exposure time is important because indoor radon levels change daily and seasonally. Moreover, radon concentration shows a high spatial variation on a local scale, and is strongly connected with geological structure, building characteristics and ventilation habits of occupants. 

			A European map of indoor radon concentration has been prepared and is displayed. It is derived from survey data received from 35 countries participating on a voluntary basis.

		

	
		
			Plate 5: European Annual Terrestrial Gamma Dose Map
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			Plate 5: European Annual Terrestrial Gamma Dose Map.
The map shows the annual effective dose in mSv that a person would receive from terrestrial radiation, if she/he spends all the reference time in a location in which the soil has fixed U, Th and K concentrations.

			Source: EANR, EC-JRC, 2019.

		

	
		
			6.5 Applications

			6.5.1 Introduction

			Most of the world’s population is directly affected by the availability of water resources and the means to supply them. All natural or anthropogenic processes that modify the water flux and quality have a direct influence on human lives. Radioactive tracers can be extremely useful for studying such processes, and thus help to investigate the common problems and find adequate solutions. Problems such as water pollution, erosion, river sedimentation, and the loss of storage capacity of water reservoirs, thereby reducing fish stocks, can cause great damage and negatively affect the well-being of local populations (IAEA, 2015). There are several radionuclides commonly used as environmental tracers (e.g. Tritium (HTO), 82Br, 198Au, 210Pb/210Po, U/Th/Ra isotopes and the geological dating). Also anthropogenic radionuclides still available in the environment from nuclear weapons tests and nuclear accidents can be used as tools for environmental studies (e.g. 137Cs). This topic is not within the scope of this Atlas, but more details can be found in e.g. IAEA (2015). Also natural radionuclides are used for environmental studies and applications such as ground water dating, mixing of fresh and saline water or sedimentation rates. These applications are studied in more detail below. 

			6.5.2 Ground water dating

			Natural radionuclides have a wide range of applications for assessing ground water age, provenance, processes and fluxes. Radionuclides can be used to trace the time since exposure at surface and hence date the ground water recharge.

			One of the radioisotopes most widely used for age dating is 14C which is produced by cosmic-ray bombardment in the upper atmosphere and decays by beta-emission with an established half-life of 5 730 years. Although complications arise with the contribution of other sources of carbon (biogenic and rock carbonate) and require appropriate corrections, this method has been effective for determining ground water age up to around 35 000 years. Applications of measuring 4He, which is produced in the deep subsurface by radioactive decay of uranium and thorium, can supplement age data acquired from 14C.

			Tritium has also been widely used for age dating. Tritium is also produced naturally by cosmic-ray bombardment in the upper atmosphere and decays to 3He through beta emission with a half-life of 12.4 years. Activities of 3H rose sharply in the atmosphere as a result of atomic bomb testing in the 1950s, providing a greatly enhanced tracer for hydrogeological applications. Since then, however, its value has gradually diminished as the 3H activities of atmospheric precipitation has decayed from a 1963 peak to near-background values, and age estimates do not give solutions. Hydrogeologists tend to quote 3H in tritium units (where 1 TU is equivalent to 0.118 Bq/l). Today, precipitation in the northern hemisphere has a 3H activity of around 5–30 TU and in the southern hemisphere slightly lower value of 2–10 TU, compared to previous values in the thousands, making 3H a much less distinctive isotopic tracer in modern investigations.

			Short ground water residence times also have been investigated using the combined 3H-3He technique, which extends the capability of 3H as a tracer. The amounts of 3He and of 3H remaining, together establish the total original 3H, which in turn determines the date of ground water recharge. The 3H-3He method has been useful for determining age up to around 40 years (Plummer et al., 2001).

			By contrast, the long-lived 36Cl and 81Kr radionuclides have been successfully used to investigate very old ground water on long flow paths in aquifers, and beyond the scope of 14C dating (Edmunds et al., 2003; Shand & Edmunds, 2009). 36Cl decays with a half-life of 301 000 years and is potentially suitable for dating ground water of around 1 million years or more. 81Kr decays with a half-life of 229 000 years with a similar age-range capability (Sturchio et al., 2004). As the radionuclide 129I occurs both naturally as a result of cosmic-ray bombardment and from nuclear weapons testing and has a half-life of 15.7 million years, it has potential applications for dating very old ground water and for tracing modern ground water.

			6.5.3 Ground water flux

			Measurements of radon and radium activities in surface water have been widely used to estimate ground water discharge fluxes (Avery et al., 2018; Gleeson et al., 2018; Cook et al., 2003), both onshore and offshore (Burnett et al., 2006). These measurements can be especially effective when used in combination with other tracers (e.g. CFCs, SF6, δ18O, δ2H, water temperature, CH4).

			Observing increased radon activity in ground water has also been suggested as a precursor, and therefore warning system, for major seismic activity (Hauksson, 1981; Wakita, 1996), although evidence for causal links between the two remains inconclusive.

			6.5.4 Ground water provenance and processes

			Many of the radionuclides described above can also be used to study ground water provenance, weathering processes, flow paths, redox controls and sources of contaminants (Ivanovich, 1994). Among others, radon, radium and uranium, 234U/238U and 87Sr/86Sr ratios have been used to distinguish between ground water and baseflow from distinctive rock types (e.g. granite, mineralised rocks) (e.g. Riotte & Chabaux, 1999). Some of the radionuclides are pH- and redox-sensitive, giving insight into weathering and redox processes. Uranium is redox-sensitive, and uranium and radium behave differently in different redox conditions. 234U/238U activity ratios have been used to delineate redox boundaries (Andrews & Kay, 1982). Measurements of 234U/238U activity ratios have also been used to identify uranium-bearing fertilisers (Bigalke et al., 2018; Barisic et al., 1992). Moreover, radionuclides also have obvious applications for investigating processes, flow paths, reaction kinetics and environmental impacts in the context of nuclear facilities and repositories.

			6.5.5 Sedimentation rates

			The radioactive isotopes 137Cs (half-life of 30.2 years) and 14C (half-life of 5 730 years) are used as suitable tools to study lake sediments. Global changes in the atmosphere have been reflected in the whole environment, and they are particularly noticeable in lake sediments that preserve records of anthropogenic alterations. Therefore, the record of 137Cs and 14C radioisotopes in recent carbonate sediments can be used to determine sedimentation rate, the response of the lake environment/sediment to anthropogenic contamination of the atmosphere, as well as to follow environmental processes of carbon geochemistry (Horvatinčić et al., 2014). 

			210Pb occurs naturally as one of the radioisotopes in the 238U decay series. In sediments 210Pb has two sources: The first one is 222Rn, produced in local rocks and sediments, escapes to the atmosphere and decays there via short-lived isotopes to 210Pb. 210Pb is removed from the atmosphere by adsorption to aerosols and in precipitation or dry deposition and is incorporated into the upper sediment layer (unsupported or excess 210Pb). The other source is 210Pb produced in the sediments in situ (supported). The 210Pb method is based on the radioactive decay of unsupported 210Pb, which has been calculated as the difference between total 210Pb and supported 210Pb. With a half-life of 22.3 years, 210Pb is an ideal indicator of modern sedimentation rates. Several models based on 210Pb (unsupported) measurements in sediment columns have been extensively used (Horvatinčić et al., 2014). As 137Cs is derived from a different source than 210Pb, it provides a valuable cross-check of the 210Pb results.

			The activity concentration ratio of 228Ra/226Ra has been used as an indicator of the geochemical source of sediment particles along the Danube River (Maringer et al., 2009, 2015).

		

	
		
			4.3 Materials and methods 

			Terrestrial gamma dose rate can be determined experimentally by measurement or indirectly by using geochemical data.

			Geophysical field radiometric measurements, focused on radioactivity of rocks and soils and backed with sophisticated specialised instruments, developed techniques of data acquisition and data processing, can provide reliable information on the dose rate and contents of radioactive elements in extensive areas. Geophysical radiometric gamma surveys are conducted as a total count measurement (TC) or gamma-ray spectrometry, both applicable for the airborne, car-borne and ground measurements with portable radiometric instruments.

			4.3.1 Dose rate in geophysical research

			Total count rate measurement

			Total count (TC) surveys with count rate meters equipped with scintillation detectors or Geiger-Müller counters are mostly applied in ground measurements. The relationship between the recorded count rate, nTC (counts per second or cps), and the concentration of K, U, and Th in rocks is given by
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			where:

			sK, sTh, sU are the sensitivities of a TC radiometric instrument (cps per unit concentration of relevant radionuclide) for K, Th and U, respectively; and

			cK, cTh, cU are K, Th and U element concentrations. 

			Sensitivities of the instrument can be estimated by measuring the TC response over calibration pads or over selected geological bodies that have different K, Th and U concentrations (IAEA, 2003). The background count rate, nBG, is estimated by measuring over a large water plane. The count rate response of the TC instrument to gamma radiation of K, Th and U of specific energy fundamentally depends on the type of detector and its detection efficiency (IAEA, 1976), and on the energy discrimination threshold of the instrument. The results of a TC measurement can be expressed in dose rate (nGy/h), by converting count rates nTC to dose rate using the instrument calibration constant. Since the response of a TC instrument significantly depends on its detector and energy discrimination threshold, the resultant dose rates of single instruments may deviate from correct values. Reference literature describes these effects and range of deviations over rocks having variable proportions of K, Th and U (e.g. IAEA, 1990; IAEA, 2003; IAEA, 2013; Matolin, 2017).

			Gamma-ray spectrometry (see also Section 2.5)

			Since the 1960s, gamma-ray spectrometry has been widely used for geological surveys and environmental monitoring since the 1960s. Field multichannel scintillation gamma-ray spectrometers record count rates (cps) in energy intervals which are centred on the 1 461 keV (40K), 1 765 keV (214Bi, decay product of 238U) and 2 615 keV (208Tl, decay product of 232Th) photopeaks for estimating the K, Th and U concentrations, respectively (IAEA, 1989). The K, Th and U energy window count rates, ni, (cps), recorded in three selected energy windows i = 1, 2, 3, are linearly related to the K, Th and U concentrations cj, j = K, Th, U such that
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			The sensitivity constants, sij, are estimated from measurements on the four calibration pads of a calibration facility, or for the airborne gamma-ray spectrometer by flying over a calibration strip (Tauchid & Grasty, 2002). Background activity can be estimated by taking measurements over a large body of water. For a given count rate ni that is corrected for background, the radioelement concentrations cK, cTh, cU can be calculated using either a matrix or stripping method. More sophisticated methods based on the full gamma-ray energy spectra processing have also been developed (IAEA, 2003). 

			Scintillation detectors with NaI(Tl) crystals, having relatively high detection efficiency, are mostly used for airborne, car-borne and ground radiometric mapping. High-purity germanium (HPGe) semiconductor detectors (see details in Section 2.5.3), with high energy resolution but low detection efficiency resulting in long exposure times, are used for gamma-ray spectrometric identification of unknown radionuclides and investigation of already localised radiation sources. 

            
            
			Calibration of radiometric instruments

			Calibration of radiological radiometric instruments in open air is mostly performed by means of suitable point reference sources (standards), as are 226Ra, 137Cs, or others. Calibration of geophysical field radiometric instruments used for radiometric mapping and environmental studies is conducted by means of calibration pads. A calibration pad is a three-dimensional slab of concrete containing a known concentration of natural radioelements K, Th and U. A calibration pad should simulate a geological source by its geometry, radionuclides, matrix composition, density, humidity and generated gamma ray energy spectrum. The objective of the use of calibration pads is to analyse correctly natural radionuclides K, Th and U in rocks and control existing deviations between registered instrument count rate (cps) and existing dose rate. Only field total count radiometric instrument, having uranium equivalent of potassium equal to 2.30 and uranium equivalent of thorium equal to 0.44, reports correct values of the dose rate (Løvborg, 1984; IAEA, 1990). Three calibration pads individually enriched by potassium, uranium, or thorium, and one low radioactivity background pad have been recommended by the IAEA (1989). A calibration strip of known ground K, Th and U concentration serves for calibration of airborne gamma ray spectrometers. Calibration of gamma ray spectrometers results in determination of instrument sensitivities, sij, stripping ratios, and background count rates niBG (IAEA, 2003). Calibration of radiometric instruments is a fundamental procedure for standardisation of radiometric data. The International Atomic Energy Agency under the concept of ‘A Global Radioelement Baseline’ supports uniformity of radiometric data through using the IAEA primary reference standards for laboratory gamma ray spectrometry (IAEA, 1987), construction and use of three-dimensional calibration pads (IAEA, 1989), calibration of radiometric instruments, and acquisition of field data and data processing by verified procedures (IAEA, 2003; IAEA, 2010). An excellent example of application of the IAEA concept ‘A Global Radioelement Baseline’ is the compilation of a uniform radiometric map of Australia (Minty et al., 2009). An appreciable assistance in calibration of field gamma-ray spectrometers was the introduction and manufacturing of portable calibration pads (Grasty et al., 1991) that enabled calibration of field radiometric instruments in more countries.
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			Calibration pads, concrete enriched with K, Th and U.

			Source: Peter Bossew.

                

			Methods of field gamma-ray spectrometry

			Airborne gamma-ray spectrometry is an efficient technique to cover extensive areas. Specific features of airborne gamma-ray spectrometry include large-volume scintillation detectors of 30 – 50 litres NaI(Tl), additional upward looking 4 l NaI(Tl) detector for atmospheric radon correction, a multichannel pulse amplitude analyser, an energy spectrum stabilisation and dead time correction unit. Additional instruments are radar altimeter and differential GPS. Measurements are carried out at constant heights above the ground, selected in the interval 30 – 120 m, along parallel flight lines, with flight speed between 25 – 50 m/s (90 – 180 km/h), and with a sampling interval of 1 s. The field of view (zone of influence) is usually related to the diameter, d, of a circular plane, which generates an assigned percentage (%) of radiation from an infinite source. The field of view is a function of the flying height h. Processing of airborne gamma-ray data requires a number of corrections (IAEA, 1991; IAEA, 2003).
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			A NaI detector placed one metre above the ground.

			Source: Laura Tositti.

			Car-borne gamma-ray spectrometry is applicable in natural car-accessible terrain. Specific features of car-borne measurements are the use of 4  – 8 l NaI(Tl) scintillation detectors, car speeds of 15 – 30 km/h, and sampling intervals of 1 – 4 s. The field of view for a rooftop-mounted detector may be in the range of 14 – 36 m.

			Ground radiometric measurements with portable total count instruments or portable gamma-ray spectrometers can be performed in stationary mode or dynamic mode. Portable gamma-ray spectrometers are equipped with 103 – 350 cm3 NaI(Tl) scintillation detectors, or recently also with BGO crystals, LaBr3 and other crystals (see Section 4.3.4). Uniformity of ground radiometric measurements requires a fixed height of the detector over terrain. For a detector placed on the ground, the detected gamma radiation comes from the circular area with a diameter of about 1 m. As the detector is raised from the ground, the field of view increases progressively. Stationary gamma spectrometry measurements require sampling times of 2 minutes over rocks of enhanced radioactivity (granites) and 6 minutes over low-radioactivity rocks (limestone). With HPGe detectors, typical sampling times are in the order of several tens of minutes.

			4.3.2 Dose rate calculation from geochemical data

			Computation of terrestrial gamma dose rate (TGDR) using known concentration of natural radioelements K, Th and U in rocks and soils is based on the model of gamma radiation of the homogeneous infinite plane over the Earth’s surface. Constants for converting the unit K, Th and U mass concentration in soil at an elevation of 1 m above the homogeneous soil surface cited in literature (IAEA, 2003; Will et al., 2003) differ negligibly, in dependence on selected density of rocks and applied radiation constants. 

			A possible approach for estimating the TGDR, i.e. the external doses due to natural radionuclides, is a theoretical calculation based on concentrations of natural radionuclides in the soil (UNSCEAR, 2008).

			In particular, the TGDR is estimated from the concentrations of all the natural radionuclides in the soil, considering all their gamma emissions. In doing so, a fundamental assumption has to be made: the secular radioactive equilibrium (see Section 4.4.2). Apart from 40K, the large majority of the terrestrial radionuclides in soil emitting gamma rays belongs to the uranium and thorium series, two large groups of radionuclides produced by the decay of uranium and thorium. The parents of these natural families, namely 232Th (T1/2=1.41·1010 years) and 238U (T1/2=4.47·109 years), are very long-lived radioisotopes, with half-lives in the order of billions of years, much longer than those of all the other radioisotopes belonging to the series. As a consequence of that the so-called secular radioactive equilibrium condition is established between the members of the radioactive families: i.e. the activity of all the radionuclides have the same value, thus drastically simplifying the calculation issue. It is therefore possible to estimate the TGDR simply by knowing the concentration in soil of only three radionuclides: 40K, 232Th and 238U.

			Several methods can be used to calculate the gamma dose rate, starting from the gamma-ray flux produced by radionuclides. In most applications, the gamma-ray transport equation is solved by using Monte Carlo techniques. However, for the TGDR, a simplified semi-analytical approach, namely the point-kernel isotropic method, can be successfully used. In this case, the soil is modelled as a semi-infinite space, and the dose rate is evaluated at a receptor point, 1 metre above the ground. Each infinitesimal volume (dv) of soil, acting as a point source irradiating isotropically, gives at the receptor point an infinitesimal gamma-ray fluence dΦ whose expression is:
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			where:

			dS is the intensity of the gamma source due to the presence of gamma-emitting radionuclides in the infinitesimal volume of soil dv;

			(µ/ρ)s and (µ/ρ)a are the mass attenuation coefficients for the photons in soil and air respectively; and

			ρs and ρa are the soil and air density while r is the length of the total path travelled in the medium (soil+air: r=rs+ra) by the gamma rays from soil to the receptor point. 

			The corresponding, absorbed dose rate at the receptor point can thus be evaluated integrating Equation 4-8 over the semi-infinite volume V, as follows:
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			where:

			E is the photon energy;

			(µen/ρ) is the mass energy absorption coefficient in air at the point dose;

			k is an appropriate conversion factor; and

			B is the build-up factor, i.e. the parameter that quantifies the dose due to the scattered photons.

			Another key element in Equation 4-9 is the quantity dS, which is directly related to the gamma-emitting radionuclides in soil. The explicit expression for dS is:
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			where:

			aj is the volumetric activity concentration (Bq/cm3) of the generic radionuclide j;

			yjk is the yield of the jk gamma emission of the radionuclide j; and

			dv is the infinitesimal volume of soil.

			Equation 4-10 is then inserted into Equation 4-9 and the TGDR can thus be computed. In doing so, Equation 4-9 has of course to be evaluated for each generic gamma line jk, with given energy Ejk and with their corresponding values for the attenuation and absorption coefficients: (µ/ρ)sjk , (µ/ρ)ajk and (µen/ρ)jk.

			Operating in this way, in 1972 Beck and co-workers (Beck et al., 1972) were able to calculate the TGDR due to natural radioactivity. They proposed a very a simple formula:
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			where:

			CK, CTh and CU are, respectively, the activity concentration of 40K, 232Th and 238U in Bq/kg.

			More recently, following a very similar approach, the UNSCEAR (UNSCEAR, 2008) has proposed a slightly different formula, based on newer data:
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			The latter expression is used to calculate the European Terrestrial Gamma Dose Rate Map (see Section 4.4.2): the dose rate can be evaluated in each cell grid simply by inserting in the above equation the corresponding 40K, 232Th and 238U activity concentration values (Bq/kg).

			The use of expressions such as Equation 4-9 and its simplified forms (Equation 4-11 or 4-12) for evaluating the TGDR are based on some important underlying assumptions that are worth discussing in some detail. These fundamental assumptions are:

			
					The secular radioactive equilibrium condition between all the members of the radioactive families (Th and U), already mentioned in the introduction; this is a very important assumption, allowing the calculation of the TGDR from the simple knowledge of the activity concentration of only three radionuclides: 40K, 232Th and 238U. It is almost everywhere a very good assumption, but some local exceptions generally cannot be ruled out.

					The complete homogeneity of the soil medium, characterised by a unique density value ρs, a unique mass attenuation coefficient (µ/ρ)s and a standard composition, valid for all types of soils. 

			

			4.3.3 Dose rate in the EURDEP system

			Motivation and history

			a. Introduction

			Many countries operate automatic systems, which continuously monitor radiometric quantities in the environment. Their purpose is to warn against effluents of large-scale radiological emergencies, which might have been caused by reactor accidents. Most monitoring stations measure ambient dose rate, while a smaller number collect air samples and measure activity concentrations of airborne radioactivity. While the systems are operated and evaluated nationally, a large part of data generated in European countries is transmitted to the European Radiological Data Exchange Platform (EURDEP), which makes radiological monitoring data from most European countries available in nearly real-time. While participation of the EU Member States is regulated by EU law, non-EU countries take part on a voluntary basis. As of mid-2019, 39 countries participate to EURDEP. In addition to EU Member States and non-EU countries, a few non-European countries have joined. Extensive information about EURDEP is available on its website, https://remon.jrc.ec.europa.eu/. The values are displayed as maps; see Figure 4-9 as an example.

			More than 5 000 stations across Europe monitor ambient dose rate (ADR); and a few tens of stations, radionuclide concentrations in air. (Data transmission from the latter is currently poor.)

			Large-scale nuclear accidents or events are fortunately rare. Indeed, since the Chernobyl accident (on 26 April 1986), no anthropogenic event extending beyond one station has been monitored. (Such events are usually material tests using gamma radiation sources.) The Fukushima accident (e.g. Masson et al., 2011; Bossew et al., 2012) did not lead to a detectable increase of ADER in Europe. Such events are only detectable by air monitoring.

			A secondary use of dose rate monitoring stations is the assessment of natural radiation. Operating continuously, these monitors generate large amounts of ‘background’ data, which are being stored by national authorities as well as by the Joint Research Centre of the European Commission. The data can potentially be used to assess and map natural environmental radioactivity, which is why they are discussed in this Atlas.
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			Figure 4-9.

			EURDEP screenshot. ADR stations, showing the arithmetic means of ADER (H*(10), nSv/h) over one day, ending on 1 August 2019.

			Source: EURDEP, EC-JRC, 2019.

			b. Radiation background and signals

			Except for the Austrian network that was operable during the Chernobyl accident, no new artificial contamination (i.e. on top of existing) has been observed by EURDEP. In Europe, the ADR due to contaminated air from the Fukushima accident was about three orders of magnitude smaller than typical detection limits of the dose rate monitors. Air contamination could be easily measured with high-volume laboratory-based air samplers, but not by automatic air sampling stations.

			This means that the ADR readings represent natural radiation as well as existing residual fallout. Over most of Europe, the latter component contributes a few percent at most, with about 10 % in regions highly affected by Chernobyl fallout (parts of Scandinavia, Austria, South Germany and others). An exception is one station in Southeast Belarus, where the signal is dominated by Chernobyl fallout.

			In ADR readings, natural and artificial components cannot be distinguished. Estimating the latter depends on gamma-spectrometric measurements, which require instruments that are more complicated and expensive than the relatively simple ADR monitors.

			As mentioned, although made for detecting large-scale accidental contamination, the systems constantly generate background signals, which however convey interesting radiometric information. Therefore, in recent years, effort has been made to better understand these signals and possibly exploit them for scientific and general radioprotection purposes. 

			Network policy and design

			Radioactivity monitoring networks are usually designed for two main purposes: to detect anomalies for early warning and to manage accidents. In the first case, monitoring stations are located preferentially around nuclear installations and/or, if neighbouring countries have nuclear power plants, at country borders. The preferential siting of monitoring stations requires that the potential sources of radioactive releases are known in order to maximise the probability of detecting local anomalies and report these in the shortest possible time. Fixed station monitoring is therefore not capable of warning against, or monitoring small-scale nuclear events, in particular not malevolent criminal and terroristic activity. 

			History has shown, however, that large-scale disasters can occur and, should the radioactive release be atmospheric, that contamination can affect a whole continent. The management of such an accident would ideally require radiation levels to be reported anywhere at any time. Following the Chernobyl accident (on 26 April 1986), most countries have set up an additional number of automatic stations spread over their territories and/or at critical places (typically large cities), even when these places were distant from any nuclear power plant. 

			The map of monitoring networks shown in Figure 4-9 easily illustrates the above: while in some countries, a number of stations seems to be distributed randomly over the territory, aggregated stations will, in most cases, reflect sites of nuclear industry. Inversely, a lower density of stations will usually indicate regions with lower population density and regions where physical obstacles such as water bodies and mountains make it difficult to install and maintain a monitoring station.
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			Test probes at the BfS premises in Berlin, showing antennas in various stages of development. Each can be equipped with a pair of Geiger-Muller counters. one for low and one for high dose rate.

			Source: Peter Bossew.

			Thus, the siting criteria for the monitoring stations, the density of the monitoring network and the spatial distribution of individual stations depend on many factors, including: 

			
					The intensity of the nuclear activity within the country;

					The country’s economic resources that are available for acquiring and maintaining a monitoring network;

					Environmental policies and regulations;

					Concern about nuclear activities of neighbouring countries;

					The importance which is attributed to a network’s capability to provide a detailed geographical picture of an existing contamination situation; 

					The geographical distribution of the population and of the main resources of the country; a certain relationship between network and population densities can be observed, see Figure 4-10.

					Topography.

			

			What is shown here as stations of a national network is actually a collation of several networks, in some cases, where clustered stations around nuclear power plants are part of a network operated by an authority different from the one responsible for the sparse networks that cover much larger areas.
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			Figure 4-10.

			Scatterplot of station density vs. demographic density. The outlier in the upper-right corner represents Hong Kong.

			Source: Graph created by Peter Bossew.

			However, because of the need for managing the collected data for early-warning coherently and for the longer term, there is a trend in combining all networks under the umbrella of a single national authority to ensure better coordination (see e.g. Deurwaarder et al., 2001) in case of an accident. Here we consider all stations as part of a single network.

			Figure 4-9 clearly shows that the geographical distribution of stations is not uniform between countries. This reflects different policies which underlie the networks, as discussed above. Some countries attempt to cover their territories more or less uniformly to be able to identify fallout levels as quickly as possible and to be able to follow dispersing contaminated air; examples are Germany, Austria, Belgium, Turkey or the UK. Others chose to locate stations more densely around nuclear plants (e.g. France and Spain). Yet others locate stations preferentially along borders to detect radioactive clouds intruding from abroad as efficiently as possible (the East coast of Ireland, Turkey). In Finland, the station density conforms approximately to the population density.

			Apart from geographical configuration of the network, countries choose different station densities. This reflects the desired degree of precision of geographical information generated by the monitor readings. Evidently, higher precision conflicts with economic constraints and a suitable trade-off has to be found. 

			As a consequence of the geometrical heterogeneity, when used for mapping on European level, different degrees of precision between regions must be accepted.
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			Photo taken during a art.35 Euratom Verification visit in Croatia, September 2013, showing various types of detector for environmental radioactivity.

			Source: Tore Tollefsen.

			Network design: Description of network geometries

			Figure 4-9 shows the monitoring stations of the European network, excluding the Atlantic islands, that are transmitting data as of June 2019.

			The network patterns, or ‘geometries’, are evidently different between countries, reflecting different policies, as discussed above. Basic statistics of network geometries are given in Table 4-2, where: 

			
					CE is the Clark-Evans index of complete randomness. CE=1 indicates that the distribution of stations is compatible with a random distribution; CE<1 means that the pattern is aggregated or clustered; CE>1, that it is more dispersed that could be expected for a random pattern. 

					D2 is the fractal correlation dimension that quantifies ‘patchiness’ of the network. A regular or random pattern has D2 = 2, i.e. the ‘patchier’ it is, the lower is D2. For instance, France and Switzerland have low values of D2, whilst the UK and Norway have high values. Turkey has a uniform pattern inland but clusters along her borders, which reduces D2 somewhat. 

					CV is the coefficient of variation of estimated station density. A high coefficient of variation of the estimated station density points to presence of regions with low and high density, notably France, Switzerland and Italy. In France and Switzerland, the reason is a high degree of clustering around nuclear facilities, while in Italy the ‘non-stationary’ nature of the density function, because density in the North is much higher than in the South of Italy. (The two effects could be distinguished by spatial trend analysis.)

					CV (NND) is the coefficient of variation of the nearest neighbour density, is an indicator of station clustering: Within clusters, NND is smaller than outside, which leads to higher dispersion of the NNDs.
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			Table 4-2.

			EURDEP ADER stations: All European countries as well as Canada and Hong Kong, that contribute data to the network. Based on stations in operation end-May 2018. AM(NND) – Mean nearest neighbour distance; CE – Clark-Evans (see text); CV(NND) – coefficient of variation of nearest neighbour distances; corr. dim. – correlation dimension (see text); SD – standard deviation; CV(density) – coefficient of variation of estimated density over grid cells. CE, green: statistically not different from 1 (90 % confidence); black: CE>1 (over-dispersed), red: CE<1 (aggregated).

			Source: Table created by Peter Bossew.

			Station design 

			Between and even within networks, monitoring stations are designed differently, with different types and models of monitors and detectors utilised. As a consequence, the raw values sent to EURDEP are not entirely comparable, although all measure the same nominal quantity, namely ADER in nSv/h. The following factors control the measured value:

			a. Station level

			This concerns siting of the monitor. The standard protocol requires that it is located 1 m above even, regionally typical, natural ground without objects such as buildings, trees, waterbodies or roads in its surroundings. Ideally, this “object-free zone” should be a circle with a radius of about 100 m, reflecting the range of “view” of the detector (i.e. the area from which a high percentage of gamma rays originate) although this is often hard to realise in the field. A large proportion of EURDEP stations more or less conform to this protocol, however a number do not as monitors are sometimes mounted on roofs or close to buildings etc. A procedure has been developed to quantify the bias due to deviation of the actual station siting from the ideal (e.g. Zähringer & Sempau, 1996). For terrestrial dose rate, the issue is particulary significant because, for example, a monitor mounted on top of a roof may record the natural radioactivity of building materials rather than from the surrounding ground. Finding close-to-ideal sites is certainly more difficult in densely populated or mountainous regions.

			b. Monitor level

			The raw ADER value given by the monitor depends on its intrinsic background and on response to the different components of dose rate. Response depends on gamma-ray energy and on radiation type, as it is different for cosmic rays (mainly muons) and gamma rays. Conversion from count rate, which is the initial output into ADER, is made by applying a calibration factor. Depending on the reference gamma-ray energy used in the calibration facility, the same environmental gamma flux may be converted into different ADER values. 

            
            
			Influence of site geometry

			Figure 4-11 shows the fractions of dose rate originating from discs of different radii. The selected gamma energies are typical for natural terrestrial radionuclides. About 70 to 80 % of gamma dose rate originates from the area within 10 m surrounding the monitor. (In this example, radionuclides are assumed homogeneously distributed on the ground. This is approximately valid for natural radionuclides in most cases.) To capture 90 %, a surrounding of 100 m is necessary. This implies that deviations from the standard site geometry within several 10 m around the monitor can introduce serious bias into the monitor response. Note that the dose rate is also generated by the part of the energy spectrum below the full energy photo peak due to Compton scattering in soil, air, and back-scattering (skyshine). For similar graphs, see Malins et al. (2015).
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			Figure 4-11.

			Fraction of the dose rate coming from a disc of given radius around the detector, for three gamma energies characteristic of geogenic radionuclides; source homogeneously distributed in the ground. The detector is located 1 m above ground. From data in Zähringer & Sempau (1997), Table 7.

			Source: Bossew et al. (2017).

                

			c. Detector types

			ADR monitors often consist of two detectors, one for low and one for high dose rates. Different detector types are in use, typically Geiger-Müller and proportional counters. Increasingly, spectrometric detectors are being used, the main type currently employing a lathanum-bromide (LaBr3) scintillator. In principle, these monitors allow discrimination between different sources of registered radiation. Different types of monitors are shown in the picture on the right.

			d. Quality assurance

			For monitoring networks, quality assurance (QA) focuses on monitor and detector level. On network level, design is subject to political conditions, i.e. the objective of the network, but also to economic constraints. There seem to be no procedures of QA for validating the degree to which the planned objective is met.

			On monitor and detector level, QA efforts are intense. Detectors are calibrated at certified facilities and characterised in designated experiments and research projects. Important parameters are intrinsic background (self-effect), linearity of energy response and response to cosmic radiation. Literature about the subject is abundant; just to quote a few, we mention the long-term experiment for intercomparison of monitors under real ambient conditions INTERCAL (Bleher et al., 2014). In Europe, the key coordinator for QA is the EURADOS (European Radiation Dosimetry, http://eurados.org/) working group 3, e.g. Wissmann & Sáez-Vergara (2006), Sáez-Vergara et al. (2007), Dombrowski et al. (2009) and Neumaier & Dombrowski (2014). The most recent progress of this EURADOS working group is presented in Vargas (2018).

			Data management

			Again, data are processed differently and stored at the station by local electronics and transmitted to the network, where other data-processing steps may be performed. Processing steps include subtraction of the intrinsic background and of cosmic radiation, computing averages over several data counting cycles. These can be very short, in the order of seconds, allowing high temporal resolution of a dynamic radiation situation, but inevitably involving high uncertainty in counting. For transmission to EURDEP, 1 hour-averages are computed. For their own purposes, networks may use different aggregation periods. EURDEP performs simple statistics and plots the data. Time series of individual stations can be displayed. Data are being stored permanently.
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			Dose rate monitors used in European early-warning networks, installed for long-term intercomparisons at the intercalibration site in Schauinsland, Germany.

			Source: Picture taken from EURAMET (2017).

			Heterogeneity of the EURDEP system

			The previous sections showed the high degree of heterogeneity between and even within monitoring networks. Within-network heterogeneity is mostly caused by non-uniform station siting. Between networks, the main differences are due to detector types, calibration procedures and data processing. 

			Heterogeneity leads to reduced comparability of values. This is of concern if small geographical differences need to be detected, because methodical bias could show difference where there is none or obscure the existing ones. The within-network heterogeneity (mainly due to station siting) may induce a noise component into a geographical picture, which may again obscure true signals. 

			Therefore, attempts have been made since the early 2000s to harmonise EURDEP, in the sense of identifying and understanding the systematic differences and proposing methods of “top-down” harmonisation. This denotes standardisation procedures that “recalculate” reported values to standardised ones, for example by subtracting intrinsic detector background or the cosmic component, or by labelling stations which should not be compared with standard ones due to their non-standard siting. (This is to be distinguished from “bottom-up” harmonisation, which means having the same measurement conditions and instruments everywhere; evidently, this is not achievable.)

			Several studies have been performed on the subject and numerous documents published. One project is AIRDOS (Evaluation of existing standards of measurement of ambient dose rate; and of sampling, sample preparation and measurement for estimating radioactivity levels in air); some documents can be accessed on the EURDEP site (registered users only). 

			4.3.4 New technical developments

			a. Spectrometric detectors

			As mentioned, spectrometric detectors are increasingly used for fixed and mobile (see below) monitoring, as new scintillators such as LaBr3, CeBr3, SrI2 or Bi4Ge3O12 (BGO) and semiconductors, notably CdZnTe (CZT), are becoming affordable. The appeal of these detectors consists in the possibility of energy resolved in addition to dose rate measurement, which allows gamma radionuclide discrimination, to some extent; but limited only by energy resolution. The recent European research project “MetroERM” has dealt with QA aspects of such detectors being employed in early-warning networks (EURAMET, 2017). To calculate dose rate from gamma spectra, see Dombrowski (2014) and Camp & Vargas (2014).

			Apart from higher resolution, the advantages of CZT and new scintillator systems are light weights, which make them interesting for small, unmanned carriers. A drawback of LaBr3 detectors is their internal background, due to the naturally occurring radioisotope 138La (abundance 0.9 %, half-life of 1011 years, gamma energies of 789 and 1 436 keV; the former interferes with the 796 and 802 keV peaks of 134Cs, the latter with 40K, 1 461 keV). Newly available CeBr3 detectors do not have this disadvantage. On the other hand, CZTs, in their current state of development, are comparatively less sensitive. Therefore, they can only be used in situations of relatively high gamma flux, i.e. high levels of contamination.

			It appears, up to now, that for airborne gamma-ray spectrometric routine mapping of natural radioactivity, the new systems cannot compete with the ‘classical’ NaI-detector-based ones. However, Martin et al. (2015) used an unmanned aerial vehicle (UAV; also called a drone) equipped with a CZT detector to map residues around former uranium mines.

			b. New monitoring techniques

			Fixed monitoring stations, as discussed here, have the advantage that QA is relatively easy, so that these stations yield reliable, reproducible and comparable results (the latter with regard to readings of the same monitor, but in principle also with those of other stations; see discussion above). Their disadvantage lies in their inevitably coarse spatial resolution. Local, ‘small’ events will likely go unnoticed unless they happen to occur in the immediate vicinity of the station; even if noticed otherwise, their development cannot be followed by fixed stations possibly far away. Moreover, locally high contamination gradients and complex contamination situations in spatial scale below the one of the monitoring network cannot be resolved by these means. As a complement to fixed-station networks, mobile monitoring of different kinds has gained importance, and QA of such systems has been intensively developed for some years. Among the available techniques are car-borne and ‘backpack-borne’ monitoring (picture below, right) and detectors carried by drones, as these are cheaply available nowadays (picture below, left), or light aircraft (Guastaldi et al., 2013; Alberi et al., 2017).

			A very important development is ‘crowd-sourced’ monitoring, as part of the Citizen Science movement: using quality-assured instruments and protocols, citizens roam the environment and measure dose rate (or other quantities) and transmit the data to a centre where they are further processed. This approach has gained momentum after the Fukushima accident (11 March 2011). The best-known platform seems to be Safecast (https://blog.safecast.org/), which collects dose rate data worldwide and has produced astonishing results. The European research project entitled ‘Metrology for mobile detection of ionising radiation following a nuclear or radiological incident’ deals with QA aspects of these new techniques, EURAMET (2018). 

		

	
		
			Case study: Soil-gas survey design

			Soil gas radon has been found to be used in a wide range of geoscientific applications (e.g. tectonics, earthquakes, volcanic fluids, surface ground waters, environmental risk, etc.), and soil-gas sampling is a screening tool used to rapidly and cost-effectively study radon distribution in the shallow environment, especially where soil-gas concentrations appear to be noticeably different from those produced in the soil grains by the decay of its parent nuclides. This technique may be used at any stage of the exploration phases, both in unexplored areas and during further detailed prospections. A specific Sampling and Analysis Plan (SAP) should be prepared by considering all procedures and techniques used for soil-gas sample collection and analysis. The sampling design (in terms of sample distribution and sample-to-sample distance) should be constructed to obtain all necessary and required information with a minimal expenditure of time and resources. The development of the design should be based on background information from previous studies and data provided by the conceptual model of the site. All this information should be used to design a sampling strategy specific to the characteristics of the site.

			Soil-gas surveys may be designed as regional, detailed, or local and must be focused to the exploration objectives. Soil gas sample density per unit area determines whether a soil gas survey is of regional, detailed or a local type. Regional soil-gas survey is in general a preliminary reconnaissance activity that should be very inexpensive and should involve few soil gas samples (1 to 10 samples/km2), while detailed sampling may be designed with dense spacing of soil-gas sample sites (10 - 30 samples/km2). Special high-density soil-gas spacing has been used in local surveys, with more than 30 samples/km2 commensurate with the extension of the study area. The spatial dependence among samples (i.e., Tobler’s First Law; Tobler, 1970) strictly depends on the pattern used for the spatial distribution of sampling points within a defined grid (e.g., sampling design). Classical sampling theory is based on probability sampling (Dixon & Leach, 1977) and more recently in Delmelle (2008). It includes methods for sample selection and estimation that provide, at the lowest costs, precise estimates (Cochran, 1977). 

			The most important criterion for choosing a method should be to obtain a representative sample of the population distribution and of the housing stock for a region or country. 

			
					The sample should not be biased. 

					The sample size should ideally be equal to the housing stock, but this is impractical, so the sample size should be appropriate to determine the population exposure to radon with certain accuracy. 

			

			Samples can be selected with an equal or an unequal probability sampling. Equal probability sampling is often approximately feasible for sampling in practical surveys. Simple random sampling (SRS) and systematic sampling within grids (SSG) serve as the starting point for an understanding of sampling. In SRS or SSG, sample units are drawn independently from each other with equal probability. These two main sample patterns can also be used if the population is divided into two or more homogeneous subgroups, i.e. stratified sampling (SS). SRS is the most straightforward probability sampling method. It is also the most popular method for choosing a sample among population; samples are taken from random locations across the study area (without gridding); thus each member of population has equal probability to be chosen as part of the sample. It is assumed that the population is independent and identically distributed. The advantage of this method is that the sample will represent the target population and eliminate sampling bias, but the disadvantage is that it requires a list of all potential respondents, and this can be problematic for large studies. Furthermore, it completely neglects prior knowledge for the object and leads to relatively large gaps in the sampled area and a marked clustering caused by difficult to find access to locations.
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			Soil-gas sampling, Ciudad Rodrigo 2016 exercise, Spain.

			Source: Tore Tollefsen.

			The most common sampling schemes are based on sampling points located within regular grids of different size according to the objective of the work. Grid sampling is an effective way to provide data over a large area at a low cost. The SSG ensures relatively even spatial distribution of samples across the site and is generally easier to implement in the field. It shows a set of regularly spaced sample points in a sample square region. Systematic sampling of this type suffers from two major problems: (i) the sampling interval may coincide with some periodicity in the data being studied (or a related variable), resulting in biased data; and (ii) the set of fixed sampling distance causes important distance-related effects (such as dispersal, contagion etc.) to be missed. A compromise approach is the random sampling within a grid, defined as uniform sampling (US) that includes elements of both simple random and systematic sampling. It consists of locating a fixed number of samples within the grid thus maintaining a uniform sampling distribution (i.e., sampling density). 

			SS is a probability sampling method in which the population is divided into two or more sub-groups or strata based on some similar attributes. The random sampling method is then applied to every stratum and the obtained samples are representative for each sub-group. The advantage of this method is that it will produce a representative sample of the population with a correct size. The disadvantage of this method is that its application requires a good knowledge of the sample in order to select the right members of each stratum.

			In addition to fixed sampling schemes, adaptive schemes can be applied which may offer improvements in terms of estimating mean values and reducing uncertainty (providing lower variances). Typically, an adaptive scheme will involve four steps: apply a coarse resolution fixed scheme to the study area and extend sampling in the neighbourhood of locations where a pre-defined threshold is exceeded. Then additional samples might be taken radially around the initial threshold locations. Alternatively, the initial values at each location might be used to compute an experimental variogram, from which estimate values and variances of these values can be computed using kriging methods. Locations with high kriging variance (i.e. poorly represented) could then be identified and additional sampling designed to reduce this uncertainty.

			Soil-gas sampling and measurements 

			Soil-gas sampling is a screening tool used to rapidly and cost-effectively identify gas content in the subsurface and delineate their spatial distribution at surface. It is also used to ascertain the source and movement of some trace species (i.e. Rn, He, H2, and pollutants) in different environmental scenarios. The sampling method allows the collection of a large number of samples that statistically minimises sampling/analytical error and bias caused by individual samples (Lombardi et al., 2010; Ciotoli et al., 1998, 1999, 2007; Beaubien et al., 2002; Annunziatellis et al., 2003; Hinkle, 1994; Reimer, 1990).

			Soil-gas sampling consists of the collection and analysis of the gas contained in the interstitial spaces of the soil from the unsaturated or vadose zone (Roberts, 1975; Brady & Rice, 1977; Ciotoli et al., 2007, Beaubien et al., 2013). 

			In the study reported samples were collected using a 6.4 mm, thick-walled, stainless-steel tube onto which two steel cylinders are welded to act as pounding surfaces when installing and removing the probe with a co-axial hammer (Beaubien et al., 2013; Ciotoli et al., 1998). The bottom end of the probe is ﬁtted with a sacriﬁcial tip to prevent blockage of the tube when inserted into the soil. The probe is pounded down to the desired depth, a small aspirator bulb is attached to the upper end, evacuated, and then the probe is gently tapped upwards until the bulb ﬁlls with air (indicating that the probe bottom is free and within a gas permeable horizon). The aspirator bulb is pumped twice to clean the probe of atmospheric air, and then the probe is sampled for ﬁeld or laboratory analysis, as described below. The probe is driven into the ground to a depth between 0.7 and 0.9 m, depending on the soil consistency and thickness. Collecting samples at this depth determines levels of equilibrated soil gas with the surrounding soil air, therefore measurements tend to be more accurate than shallower sampling. Furthermore, it is sufﬁcient to avoid the inﬂuence of inﬁltrating atmospheric air and then below the major influence of meteorological variables (Hinkle, 1994; Segovia et al.,1987). 
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			Instruments for collecting soil-gas samples, Ciudad Rodrigo 2016 exercise, Spain.

			Source: Tore Tollefsen.

			Field analyses of some gas species (i.e., CO2, O2, CH4, H2 and H2S) were carried out in situ by using portable gas analysers attached directly to the sampling probe; an internal pump was used to draw soil gas, at a rate of about 0.5 l/min, into the instrument for analysis. All ﬁeld instruments were calibrated prior to shipping to the ﬁeld site and then re-checked upon their return; calibration was found to be stable over the survey periods. Radon (222Rn) and thoron (220Rn) were also measured on site using active detectors (±5 % absolute accuracy, and a sensitivity of 0.0067 cpm/(Bqm-3) (Reimer et al., 1990; Ciotoli et al., 2016; Valente et al., 2018). Dried soil air is delivered to the radon monitor by pumping. The pump runs for just 1 min in every 5 min until the end of the cycle. The flow rate of the pump is 1 l/min. The instrument is equipped with a solid-state alpha detector that allows measuring 222Rn using the activity of its daughter 218Po that reaches equilibrium with the parent about 15 minutes. A single measurement has an average duration of 25 - 30 minutes, with partial readings every five minutes (cycles), and ends when the relative difference between the last two cycles (starting from the fourth, when equilibrium conditions are reached) is lower than 15 %. In this case, the final result is the average value of the last two readings.

			In general, soil-gas samples were also collected and shipped to the laboratory for gas chromatography (C1-C3 alkanes and C2H4, and permanent gases, N2, O2 + Ar, and CO2) and spectrometry (He) analyses. A plastic syringe was used to transfer approximately 50 ml of soil gas from the probe into pre-evacuated, 25 ml volume, stainless-steel sample canisters, with a brass valve and a secondary septum. 

			Discussion of used statistical, geostatistical, mapping methods, defined grid

			Different statistical and geospatial analysis techniques were applied to the soil-gas data to construct estimated maps of soil gas concentration in an area, according to the following steps: Exploratory Data Analysis (EDA), Exploratory Spatial Data Analysis (ESDA), and Geostatistical Analysis (GA). 

			Exploratory Data Analysis (EDA) evaluates the basic characteristics of the raw data and their statistical distribution by using numerical (i.e., calculation of summary statistics) and graphical methods (i.e., histograms, box plots, etc.) that summarise the data in a diagrammatic or pictorial way (Tukey, 1977; Good, 1983; Sinclair, 1991; Reimann & Filzmoser, 2000). EDA was conducted to evaluate the basic characteristics of the data (i.e., summary statistics and statistical distribution of each variable) that can be referred to different geochemical processes and to compare data with other available database (Ciotoli et al., 2007, 2014; Zhang et al., 2005; Rantitsch, 2004). Normal Probability Plots (NPP) and Quantile-Quantile (QQ) plots were used to determine the occurrence of different geochemical populations and to deﬁne anomaly ‘threshold’ values (Sinclair, 1991), particularly when the study area was characterised by a large variety of factors such as soil types, geologic units, fractured zones, etc. Some papers report the analysis of the radon statistical distribution both in soil gas and indoor and generally agree that Rn shows a log-normal distribution (Cinelli et al., 2015; Daraktchieva et al., 2014; Bossew, 2010; Hamori et al., 2006; Andersen et al., 2001).

			Exploratory Spatial Data Analysis (ESDA) consists in the application of statistical techniques to examine the data in the spatial context to gain a deeper understanding of the investigated phenomena (i.e., sampling pattern, post and classed post maps, spatial outliers, presence of trends, etc.). In particular, it is focused on spatial autocorrelation and spatial heterogeneity, i.e., the correlation of a single variable between pairs of neighboring observations by using indexes of spatial autocorrelations (Local Moran’s I and Getis-Ord Gi* statistics) (Bailey & Gatrell, 1995; Anselin, 1998; Moran, 1950). 

			Geostatistical Analysis (GA) compares individual spatial features to their nearest neighbors (i.e., variogram maps, experimental variograms, models, etc.) for the study of spatial autocorrelation and the construction of ﬁnal prediction maps by using spatial interpolation. Geostatistical analysis also allows to investigate the presence of phenomena acting along speciﬁc directions (e.g., fault-related anisotropy effect) according to the following tasks: (1) construction of experimental directional variograms to investigate the spatial dependency of gas concentrations (i.e., calculate the main variogram parameters: nugget, range, and sill) for the variables that showed normal or lognormal distributions; (2) determination of the anisotropy (where present) which is important for deﬁning parameters for the kriging estimation (i.e., directions and anisotropy ratio); and (3) construction of contour maps by using variogram model parameters in the kriging algorithm. 

			Spatial interpolation and mapping techniques

			Spatial interpolation methods are techniques that predict the value of a regionalised variable (ReV) at a given location by using values of the same variable sampled at neighboring points (Matheron, 1963; Journel & Huijbregts, 1986). There are many spatial interpolation methods and all work under the assumption that the ReV is spatially dependent, indicating that the values closer to the interpolated location together are more likely to be similar than the values farther apart and therefore will influence the interpolated value more strongly than sample points which are further away (Tobler’s first law of geography; Tobler, 1970). 

			The most common interpolation techniques calculate the estimates for a ReV at any given location by a weighted average of nearby data according to the general formula:
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			where, [image: ] is the estimated value of ReV at the point x0, z is the observed value at the sampled point xi, λi is the weight assigned to the sampled point, and n represents the number of sampled points used for the estimation. The main difference among all the interpolation techniques is the criterion used to weight the values of the sample points, i.e., simple distance relations, minimisation of curvature, minimisation of variance. Weights are assigned either according to deterministic or probabilistic criteria. The goal is to create a surface to best represent empirical reality, but as a number of factors affect map quality (i.e., statistical distribution of the studied variable, sampling density, the applied interpolation method, etc.), the selected method must be assessed for accuracy. 

			Interpolation includes deterministic and geostatistical techniques, depending on the type of the function used to interpolate the values of the ReV. Deterministic interpolation techniques (e.g., Inverse Distance Weighting, IDW; Radial Basis Function, RBF, etc.), uses mathematical formulas to calculate the weight for each measured value to estimate the unknown values of the ReV at any point across a given area. The weight depends only on the distance between sample point and location of the estimation point. Geostatistical interpolation techniques, i.e., kriging techniques, use a generic family of generalised least-squares regression algorithms, which are based on the theory of ReV (Matheron, 1963; Journel & Huijbregts, 1978; Goovaerts, 1997). 

			Kriging techniques are increasingly preferred because they capitalise on the spatial correlation between neighbouring observations to predict attribute values at unsampled locations. These methods are not only a function of the distance, but in addition, they implement the function of unknown spatial autocorrelation between the values of the sample points by using experimental variogram calculation and modelling. The variogram γ(h) displays the degree of spatial dependence of a spatial random variable Z (x, x+h) at locations (x) and (x+h). The experimental variogram is defined as: 
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			where N(h) is the number of pairs of sample points x(i) and x(i+h) separated by distance h, and γ(h) is the variogram (Webster & Oliver, 2001). It is commonly represented as a graph which shows the increase in the variance of the random variable of interest as a function of distance between all pairs of sampled locations. The graph is then fitted with a mathematical model that describes the variability of the ReV with location. 

			The experimental variogram displays several important features:

			
					the ‘nugget’, a positive value of γ(h) at h close to 0, which is the residual reflecting the variance of sampling errors and the spatial variance at shorter distance than the minimum sample spacing;

					the ‘range’ is a value of distance at which the ‘sill’ is reached. Samples separated by a distance larger than the range are spatially independent because the estimated semivariance of differences will be invariant with sample separation distance. If the ratio of sill to nugget is close to 1, then most of the variability is non-spatial. The range provides information about the size of a search window used in the spatial interpolation methods. 

			

			Geostatistical kriging-based techniques include monovariable estimation by using simple kriging (SK), ordinary kriging (OK), universal kriging (UK), empirical bayesian kriging (EBK, for non-stationary phenomena (Krivoruchko & Gribov, 2014). For geostatistics see the following specific literature: Matheron (1963); Journel & Huijbregts (1978); Isaaks & Srivastava (1989); Cressie (1990); Goovaerts (1997); Raspa et al. (1997); Clark & Harper (2001); Webster & Oliver (2001); Johnston et al. (2001); Li Jin et al. (2011).

			Multivariate spatial techniques

			The geogenic radon potential (GRP) mapping is a multivariate problem that can be addressed through the construction of a conceptual model based on the selection of the variables that most influence the presence of radon in the shallow environment. Such a geochemical model should be based on available and/or ad hoc measured geological, geochemical, structural and geomorphological data. These environmental data are more suitable to construct GRP maps because they are characterised by: (i) higher spatial autocorrelation; (ii) mostly lower variability than radon data; (iii) and do not depend on anthropogenic factors with respect to the indoor radon data mainly affected by the building parameters.

			As soil-gas radon is the direct measure of radon that potentially can enter the buildings, the spatial relationships between this quantity of available radon and the other environmental data, can be modelled by using global (Ordinary Least Squares, OLS) and spatial (Geographically Weighted Regression, GWR, Fotheringham et al., 2002; Ciotoli et al., 2017) multivariate regressions. Furthermore, multivariable kriging techniques can be used: simple cokriging (CoK, Goovaerts, 1997; Deutsch, 2002), kriging with external drift (KED, Journel & Rossi, 1989; Raspa et al., 1997) or regression kriging (RK, Hengl et al., 2007). Machine learning methods appear to be increasingly popular for addressing multivariate problems (e.g. Kanevski, 2009). All these models include a response variable (i.e., the radon concentration in soil gas) and some explanatory variables (i.e., the radium content of the rocks, the rock permeability, the presence of faults and fractures, etc.). The final spatial model is used to estimate the response variable at unknown locations.
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			Figure 2-55.
Example of a variogram model demonstrating the variogram parameters.

			Source: https://stackoverflow.com/questions/49583819/variogram-plot-for-sill-nugget-range
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			Field measurements of radon in soil gas, RIM 2018 exercise, Cetyne, Czech Republic.

			Source: Tore Tollefsen.

		

	
		
			6.6 Challenges to improving radioactivity measurements in water and developing a European map

			Comparable and fit-for-purpose results are an essential requirement for decisions based on radioactivity measurements, and international standards of tested and validated radionuclides test methods are an important tool for producing such measurements. It is essential that all testing laboratories use agreed and appropriate methods and procedures for sampling, handling, transporting, storing and preparing of test samples, the test method, and for calculating measurement uncertainty. In this framework, the normative approach based on international standards aims to ensure the accuracy or validity of the test results through calibrations and measurements traceable to The International System of Units (SI, abbreviated from the French Le Système international d’unités). The test laboratory should establish traceability of its own measurement methods and measuring instruments to the SI by means of an unbroken chain of calibrations or comparisons, linking them to relevant primary standards of the SI units of measurement. This approach guarantees that radioactivity test results on the same type of samples are comparable over time and between different test laboratories worldwide.

			Quality assurance is required by the IAEA Basic Safety Standards (IAEA, 2014), and, hence, should be an integral part of environmental monitoring programs (Engelbrecht, 2012). As a minimum, an adequate quality assurance program satisfies the general requirements established by the regulatory body. In order to minimise incidents, such as mixing up samples or biased analyses, quality control and quality assurance concepts have been developed to assist the laboratory personnel in the following objectives: to achieve a higher degree of transparency of procedures; to minimise potential sources of error; to standardise the handling of samples, instruments, and data; and, in the end, to decrease the rate of nonconforming results.

			Uncertainty in environmental monitoring results arises primarily from design errors, the non-representativeness of samples and/or measurements, and measurement uncertainty. These uncertainties, as well as human errors, cannot be fully eliminated but can be reduced as far as possible.

			Non-representativeness occurs when the sampling or field measurement is unable to capture the complete extent of variability that exists for the radionuclide distribution in a survey unit. Since it is impossible to always measure the residual radioactivity at every point in space and time, the results will be incomplete to some degree. It is also impossible to know with complete certainty the residual radioactivity at locations that were not measured, so the incomplete survey results give rise to uncertainty. The greater the natural or inherent variation in residual radioactivity, the greater the uncertainty associated with a decision based on the survey results. Representativeness in sampling and/or in field measurements can be optimised by means of an appropriate sampling and measurement scheme as described above.

			In the case of water and sediment measurements, sampling is the biggest challenge and determines the quality/reliability of the measurement result. It is not easy to collect a representative and reliable sample. Due to different characteristics of water, different mixing of water, the measured activity concentration of radioisotopes in a sample does not always give a clear picture of the present radioisotopes in water. Also, sampling frequency should be clearly defined. Sampling frequency of drinking water is defined in The Drinking Water Directive (European Union, 2013a), and IAEA has established the Global Network of Isotopes in Precipitation (GNIP) and Global Network of Isotopes in Rivers (GNIR) for river water. 

			In some cases, gross alpha/beta should be the first screening method performed. On the other hand, according to the conclusions from a European interlaboratory comparison exercise (Jobbagy et al., 2014), gross alpha/beta methods are not fit to be used as an independent method to assess activity concentration. Gross measurement should be used for monitoring only after the radionuclide composition is known from radionuclide-specific analysis of representative samples. It can be used as a complementary or substitute method for radionuclide-specific measurement only with some important restrictions: (1) no temporary change is expected in the radiochemical composition (no significant growth of progenies during the measurement); (2) no complex decay chains are present; (3) a true, standardised method is used; and (4) the measurement parameters are fixed. Radionuclide-specific analysis should be repeated on a regular basis in accordance with the Drinking Water Directive from 1998 concerning check and audit monitoring (European Communities, 1998). Any suspected change in parameters requires more frequent nuclide-specific analysis.

			However, due to different requirements for sample pre-treatment for different radioisotope techniques, simultaneous measurements methods should be improved. It is important to have all radioisotopes measured in the same sample whenever it is possible.

			Mapping natural radionuclides in water at European level is not an easy task and it has not been sufficiently explored in the present version of the Atlas. Hence, the following challenges have been identified:

			
					Collect data on sampling and measurements of natural radionuclides in water;

					Work on harmonisation procedures since data of natural radionuclides in water have been obtained with different techniques and methods;

					Explore different mapping methodologies.

			

		

	
		
			5.2 Radon exhalation rate 

			5.2.1 Introduction 
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			Figure 5-10.

			Processes leading to radon release into the atmosphere.

			Source: Ishimori et. al. (2013).

			Radon (222Rn) is generated by radium (226Ra) decay and can then migrate into soil pores depending on the size of the grain and location of the radium atom close to the surface of the grain (Nazaroff & Nero, 1988) (see Section 2.2.2). This process is called radon emanation. Once radon atoms reach soil pores, they escape into the air in a process known as radon exhalation. Radon movement in soils is driven by diffusion and convective flow. It depends on several factors such as soil moisture content, soil temperature, porosity etc. (Figure 5-10). Finally, other factors, such as flow mechanisms, temperature difference, pressure etc., can influence radon transport into air (more details in Section 2.2.2).
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			Table 5-1.

			Typical radon exhalation rates of geological materials.

			Source: Hassan et al. (2009).

			Radon enters the atmosphere (or indoor air) mainly by crossing the soil-air or building material-air interface. Because soil and most earth-building materials (see Section 5.1) have higher radon concentrations than the atmosphere (see Section 5.3), there is a large radon concentration gradient between such materials and open air. This gradient is permanently maintained by the generation of the 238U and 232Th series from their long-lived mother nuclides, and is responsible for a continuous flux of radon isotopes into the atmosphere. 

			The release from the soil/building materials into the atmosphere is referred to as the radon exhalation rate (or exhalation flux density), and is measured in radon exhaled per surface unit (m-2) and per time unit (s-1) (Porstendorfer, 1994; Ishimori et. al., 2013). Thoron (220Rn) follows the same mechanisms for exhalation as radon (222Rn).

			Several studies (Strong & Levins, 1982; Stranden et al., 1984; Megumi & Mamuro, 1974) have demonstrated that the exhalation rate from materials increases when water content in the sample increases until it reaches a certain saturation level; then the exhalation rate generally decreases if the moisture content is above the saturation level. When decreasing it could also reach values lower than those for dry samples (Megumi & Mamuro, 1974). Schery et al. (1989) and Hosoda (2007) estimated that the radon exhalation rate, in dry soil with very low water content (nearly 0 %), increases steadily with increased water content until it reaches 8 %. Then the exhalation rate will decrease with increasing water content. 

			The soil’s ability to retain moisture primarily depends on the soil porosity. The radon exhalation rate increases steadily with increasing porosity of the medium. This can be explained as follows: At low porosity, soil grains are close to each other; whereas at high porosity, radon atoms can easily find their way to the atmosphere (Lee et al., 2001; Shweikani et al., 1995; Hosoda et al., 2007).

			As explained in Chapter 2 with regard to emanation, in general variations in grain size appear to be inversely proportional to the radon exhalation rate; i.e. when the grain size increases, the radon exhalation rate will decrease. 

			Many researchers investigated the dependence of radon exhalation rate on soil temperature (Schery et al., 1989; Stranden et al., 1984). When the soil temperature increases, the exhalation rate will also increase. This is because the thermal expansion of soil air enhances convection. 

			Atmospheric pressure has been described as the most important meteorological condition affecting radon exhalation and soil-gas concentration (Tanner, 1964, 1980). Several studies have shown that when atmospheric pressure decreases, the exhalation rates decreases and soil-gas concentrations increase, while the opposite is observed for a decrease in atmospheric pressure (Wilkening et al., 1974; Fleischer et al., 1980; Schery & Gaeddert, 1982; Clements & Wilkening, 1974; Chen et al., 1995; Koarashi et al., 2000).

			The extrinsic factors affecting the radon exhalation rate are the meteorological parameters. The radon exhalation rate increases with increasing wind velocity. Wind velocities up to 7 m/s enhance the exhalation rate by about 15 % (Schery et al., 1984; Kojima & Nagano, 2005). The radon exhalation rate does not change significantly with light rainfall (13 mm), but it decreases dramatically with heavy rainfall (93 mm) and remained low for several days after heavy rainfall (Megumi & Mamuro, 1973; Schery et al., 1984; Kojima & Nagano, 2005).

			5.2.2 Measurement methods

			Radon (222Rn) and thoron (220Rn) exhalation rates from soil can be obtained using three main approaches:

			
					direct in situ measurements (Grossi et al., 2011);

					estimation of radon flux density using models based on theoretical equations and on proxy data; 

					laboratory measurements of soil samples. 

			

			The first two approaches will be outlined below, followed by a description of how to determine exhalation rates from soil samples.

			a. Direct in situ measurements
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			Radon exhalation rate measurements, Ciudad Rodrigo, Spain. Accumulation method using active monitors and charcoal cartridges (inside the plastic glass).

			Source: Luis S. Quindós.

			Direct in situ measurements of radon (222Rn) and thoron (220Rn) fluxes from soil are problematic because they are strongly affected by changes in environmental (meteorological) parameters. For the same reason they represent the ‘true’ picture of what is happening during measurement (which may not be representative for the site), rather than ideal conditions in the laboratory. In addition, physical properties of the soil, such as water content, have a significant effect on radon and thoron release from soil (see Section 5.2.1). The basic approaches for measuring the radon exhalation flux density are accumulation, including both the diffusion measurement and circulation (flow through) methods (ISO 11665-7:2012, 2012). 

			The accumulation method is commonly used to measure the exhalation flux densities of 222Rn, 220Rn and also of stable trace gases such as CO2 and CH4 (Livingston et al., 2005). It involves placing a chamber, known as an accumulator (Schery et al., 1989; Ferry et al., 2002), which has one open end in contact with the surface under investigation. In order to reduce superficial leakage of accumulating radon, several techniques could be used. For example, the mouth of the chamber is sealed onto the surface by inserting a short length of its cylindrical wall into the ground. The radon atoms exhaled from the surface underlying the chamber enter the headspace and gradually build up. The radon concentration is then measured at several regular intervals or, in some cases, just once at the end of the accumulation period (Jha et al., 2001). The radon concentration is measured using active monitors or instantaneous methods, such as scintillation cells or alpha spectrometry (Tuccimei & Soligo, 2008). 

			An accumulator can be a single-chamber or a two-part device, a collar that is inserted into the soil and a cover that is sealed onto the collar (Ferry et al., 2002). The accumulator size can vary depending upon the flux levels, portability requirements, time available for a measurement and desired resolution to map the flux across a given surface. A large base accumulator (~ 20 – 50 cm in diameter) is useful to obtain representative data over larger areas, allows more radon to enter the chamber and hence is useful for small flux levels. Smaller accumulators (around 5 – 10 cm in diameter) are useful for high-resolution spatial measurements, but have larger back-diffusion effects. Indeed, since the back diffusion depends on the total volume of the chamber, the height of the chamber also has to be considered. For taller accumulators, radon may not be mixed uniformly and it may be necessary to use a small fan inside the chamber. On the other hand, back-diffusion effects will be stronger in chambers with smaller heights (Ishimori et al., 2013). 

			In the flow-through method, a chamber working as an accumulator is placed over the surface to be investigated, even if the air in the chamber is continuously removed at a constant rate. The radon concentration in the exhaust stream is then measured by a semi-integrating technique such as a flow-through scintillation cell. Radon detection in this case allows for the presence of 220Rn and its decay products by using a delay line for thoron decay prior to filtration and counting. Double-cell systems have been developed to measure simultaneously radon and thoron exhalation flux densities (Zahorowski & Whittleston, 1996). Thoron flux can also be measured using detectors that allow alpha spectrometry of the radon and thoron decay products (e.g. using electrostatic cell collection on a silicon detector).

			The adsorption method for 222Rn exhalation flux involves using an adsorption medium (usually activated charcoal, see Section 2.5), placed in close proximity to the soil surface. Before being used, the charcoal is heated in an oven to remove radon, moisture and other contaminants, which may have been adsorbed previously. Once prepared, the canister is sealed to prevent adsorption of ambient radon or moisture. Following exposure, the canisters are again sealed, and the activities of the radon progeny 214Pb and 214Bi are measured by gamma spectrometry, following a short ingrowth period for the progeny. Liquid scintillation counting may be used as a measurement technique if a higher counting efficiency is required (Ishimori et al., 2013). Moreover, track-etch detectors (see Section 2.5), placed in cups, may be used.
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			Figure 5-11.

			Annual mean 222Rn exhalation rates for 2006-2010 from different models.

			Source: Karstens et al. (2015).

			b. Use of models

			The second approach to obtain maps of radon flux from soil is to calculate data using models based on different parameters such as gamma-ray aerial survey data, modelled soil moisture and maps of soil properties (Griffiths et al., 2010). These models need to be calibrated against a dataset of accumulation chamber measurements. Other methods, on the contrary, make use of terrestrial gamma radiation or soil radionuclides (Manohar et al., 2013) as proxies for generating radon flux maps. Among different equations applied to proxy data, one of the most popular is given by Zhuo et al. (2008). Based on an idealised model, these authors calculated both the annual and the seasonal radon (222Rn) flux densities from the soil surface at 1 099 sites in China by linking a database of soil 226Ra content to a global ecosystems database containing soil temperature, soil water saturation, soil porosity and radon emanation coefficients. 

			According to Zhuo et al. (2008), the 222Rn flux density from a semi-infinite and homogeneous soil (F, expressed as Bq m-2 s-1) is obtained from the following equation:
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			where:

			ARa is the soil 226Ra content (Bq/kg); 

			ρb is the soil bulk density (kg/m3); 

			ε is the emanation coefficient of 222Rn in soil, which is a function of the soil temperature (T, in kelvin) and the water saturation fraction (S); 

			λ is the 222Rn decay constant (s-1); 

			p is the soil porosity; and 

			D0 is the 222Rn diffusion coefficient in air (1.1 × 10-5 m2/s).

			For further information on the estimation of ε and S, see Zhuo et al. (2008).

			Considering the key role of flux maps for the use of radon in atmospheric transport, several studies (Grifﬁth et al., 2010; Zhuo et al., 2008; Hirao et al., 2010) resulted in high-resolution maps of the variability of 222Rn exhalation from continental soils. For Europe, Figure 5-11 shows the geographical distribution of annual mean fluxes calculated by Szegvary et al. (2009); López-Coto et al. (2013) and Karstens et al. (2015), respectively. 

			López-Coto et al. (2013) and Karstens et al. (2015) used a similar approach. Based on theoretical equations, they parametrised 222Rn production and transport in soil to calculate the 222Rn ﬂux. These studies estimate the 222Rn exhalation rate based on soil properties, i.e. uranium content in the upper soil layers and modelled soil moisture, and determine its spatial and temporal variability.

			On the other hand, the Szegvary et al. (2009) approach is based on proxy data, using the correlation between the 222Rn flux and the terrestrial gamma-dose rate. In the study area, the total gamma-dose rate was continuously being monitored at nearly 3 600 stations, and the terrestrial component could be extracted from those measurements. This monitoring network is made available and stored on the European Radiological Data Exchange Platform (EURDEP: https://remon.jrc.europa.eu).

			These maps reveal the importance of different approaches and assumptions, and the use of high-resolution datasets of soil properties, uranium content and model-derived soil moisture to calculate the 222Rn flux.

			Finally, analogous methodologies have been proposed for thoron (220Rn) fluxes. Voltaggio et al. (2006) proposed to calculate 220Rn fluxes (F) as follows:
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			where:

			[image: ] is the soil 224Ra content (Bq/kg); and

			[image: ] is the 220Rn decay constant (s-1). 

			For the other symbols, see Equation 5-4.

			c. Laboratory measurements of soil samples

			The third approach to determine radon and thoron fluxes from soil is to collect materials during field surveys and to analyse them in the laboratory. This kind of sample measurement makes use of the accumulation chamber method, but under controlled and standardised experimental conditions. Samples are generally dried in the oven because the water content could influence the recoil length of radon and thoron from mineral grains to soil pores, enhancing gas removal from the air circulating in the experimental circuit. Exhalation temperature may be kept constant during the test, in order to make measurements reproducible.

			5.2.3 Application: Proposal for a classification scheme for building materials based on radon and thoron exhalation rates

			The main source of indoor radon is soil gas, but other sources such as building materials and tap water contribute in an important way (Bruno, 1983). All over the world, cement bricks, red-clay bricks, gravel aggregates, Portland cements and igneous rocks are used as building materials in dwellings and workplaces (Chao et al., 1997; Tuccimei et al., 2006, 2009; Trevisi et al., 2012, 2018). 

			To evaluate the contribution of building materials to radon accumulation in the indoor environment, it is very important to measure radon and thoron released by geological materials used for construction. This section proposes a classification scheme for building materials, applicable to rocks, cements and mortars, based on experimental protocols to measure 222Rn and 220Rn exhalation rates simultaneously (see Section 5.2.2). 

			Special attention has to be devoted to minimise factors influencing values of exhalation rates: temperature, air mixing, humidity and grain size. The development of a specific protocol to certify building materials, evaluating their tendency to release radon gas, meets the statements of European directives concerning construction products (European Communities, 1989; European Union, 2013). This regulation stipulates requirements for building materials used in construction, among which that they should neither emit dangerous radiation nor develop toxic gases.

			The protocol can be applied to cut-stone or granular material, grounded and sieved according to specific use. When analysing cut-stone material, one should consider that its exhalation rate increases considerably if the block is ground (De Martino et al., 1998; Kovler et al., 2005; Tuccimei et al., 2006). A reference grain size (if a granular material is analysed) and sample weight and volume should be introduced. 

			The classification of building materials proposed by Tuccimei el al. (2009) is based on an alphanumeric codex that labels the exhalation rate classes, with letters from A to E for 222Rn (codex 222 in Table 5-2) and numbers from 1 to 5 for 220Rn (codex 220 in Table 5-2), with which they progressively increase. The limits between classes are chosen as a function of radon exhalation rates required to reach predetermined equilibrium activity concentrations in a standard confined environment (the model room of 56 m3, 4 × 5 × 2.8 m, reported in the EC Radiation Protection, 1999), completely covered with the investigated material. 

			The calculations are based on the following equation (Petropoulos et al., 2001):
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			where:

			E0 (Bq m-2 h-1) is either E222 or E220 and λ (h-1) is either λ222 or λ220, depending on the specific calculation;

			C (Bq/m3) and C0 (Bq/m3) are, respectively, the equilibrium radon concentration and initial radon level in the model room; and

			V (56 m3) and S (90.4 m2) are the volume and the inner surface of the model room.
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			Table 5-2.

			Proposal for a classification scheme for building materials (Tuccimei et al., 2009). Codex 222 and Codex 220 are attributed to samples based on their 222Rn and 220Rn exhalation rates, respectively. The combination of Codex 222 and Codex 220 (in this order) identifies the class of material (see text for explanation). Values of 0.00756 and 44.71917 h-1 have been used for λ222 and λ220, respectively.

			Source: Ishimori et al., 2013.

			The preset values of radon equilibrium concentrations reached in the model room are 100, 200, 300 and 400 Bq/m3 (annual average values). According to the World Health Organization (WHO, 2009), a reference level of 100 Bq/m3 is justified from a public health perspective because an effective reduction of radon-associated health hazards for a population is hereby expected. However, if this limit cannot be implemented, the chosen reference level should not exceed 300 Bq/m3, which represents approximately 10 mSv per year according to recent calculations made by the International Commission on Radiological Protection (ICRP), as reported by WHO (2009). Finally, the latest European Basic Safety Standards Directive (European Union, 2013) sets 300 Bq/m3 as maximum reference level for concentration (annual average value) of indoor radon in all dwellings and workplaces.

			It is worth stressing that the choice to include 220Rn in this proposal for classification depends on the large thorium contents of many geological materials used for building stones or cements, resulting in significant 220Rn contribution to total indoor radon activity concentration. This additional input is generally neglected because thoron released from soil is mostly negligible, even if thoron from building materials needs to be accounted for, otherwise its potential risk is underestimated. This view is clearly expressed by Steinhauser et al. (1994), who underlined at that time that the existing databases on 220Rn in the environment, the experimental validation of dosimetric models and potential health effects are scarce; however, he identified circumstances where the 220Rn dose becomes relevant, as in the indoor environment if building materials with high concentrations of 220Rn precursor are present (Nucciatelli et al., 1998).

			Finally, it is worth stressing the relevance of a building material classification scheme based on radon exhalation and the importance of a rigorous standardisation of sample preparation and laboratory measurements. If all radon determinations are carried out under the same experimental conditions, the relative strength of building materials as radon and thoron source will be respected and architects or building designers will have available a relative scale of hazard classification.

			Other studies, such as Kovler (2011) and Trevisi et al. (2013), take into account radon exhalation from building materials. 

			5.2.4 Challenges to developing a European map

			As we have seen, radon exhalation from a surface (either ground soil or a building material) can be measured, and, therefore, the following challenges must be considered when producing a radon exhalation rate map at the European scale:

			
					The results should be obtained by using similar methodologies or by carrying out an inter-comparison of techniques to find out whether results can be compared. To this extent, there is an ISO standard (ISO 11665-9:2016, 2016) that could be used as starting point;

			
					A map at European scale should consider two different types of materials: ground soil and building materials (i.e. a point map);

			
					In the case of ground soil, typical soil parameters affecting radon exhalation rate and radon emanation have to be considered when developing mapping techniques.

			

		

	
		
			2.1 Radiation physics

            
			Ionising radiation (hereafter called radiation) is radiation that carries enough energy to liberate electrons from atoms or molecules, thereby ionising them. Ionising radiation is made up of energetic subatomic particles (alpha particles, beta particles and neutrons), ions or atoms moving at high speeds (usually greater than 1 % of the speed of light), and electromagnetic waves on the high-energy end of the electromagnetic spectrum. The ability of atomic nuclei to convert spontaneously (without exterior action) under emitting ionising radiation is called radioactivity.

			The following section briefly describes radiation, together with its biological effects on humans, and the general principle of radiation protection.

            

			2.1.1 Different kinds of radiation 

			Alpha 

			Alpha radiation is the emission of an alpha particle from the nucleus of an atom, changing the originating atom to one of an element with an atomic number 2 less and mass number 4 less than it started with. An alpha particle consists of two protons and two neutrons, essentially the nucleus of a helium-4 atom, and gets out from the nucleus by tunnel effect. 

			The alpha decay equation may be described in general terms as follows:

			[image: ]

			where [image: ] is the parent nucleus of atomic number Z and mass number A, [image: ] is the daughter nucleus of atomic number Z-2 and mass number A-4, and [image: ] is the alpha particle. The total energy released is shared between the alpha particle, recoil daughter nucleus, and gamma-radiation from the daughter nucleus when it is left in an excited energy state and decays to its ground state. The energy of the alpha particles typically ranges between 2 and 10 MeV and its value is characteristic of the emitting nucleus. Radionuclides emitting alpha particles of low energy decay with long half-lives, whereas those emitting alpha particles of high energy have short half-lives. The shorter half-lives exhibited by radionuclides with high alpha decay energies compared to the longer half-lives of nuclides with lower decay energies is explained on the basis of the nuclear potential barrier that the alpha particle must overcome to penetrate or escape from the nucleus.

			The least penetrating alpha particle is positively charged and quite massive in comparison to the more penetrating negatively charged beta-, and the most penetrating, gamma and neutron radiations. Due to its charge and mass:

			
					an alpha particle interacts strongly with matter and stops within 100 µm in most materials. In air, alpha particles may travel only a few centimetres, e.g. an 5.5 MeV alpha particle travels 4 cm in air and 48 µm in water. 

					travel distance depends on several variables including the energy of the alpha particle, the atomic number and atomic weight of the absorber and the density of the absorber. 

					an alpha particle dissipates its energy in matter mainly by two mechanisms, ionisation and electron excitation.

					direct collisions with an atomic nucleus are few and far between. 

			

			Double positive charge of alpha particles allows ionisation within a given substance (solid, liquid, or gas) by the formation of ion pairs due to coloumbic attraction between a traversing alpha particle and atomic electrons of the atoms within the material the alpha particle travels. The two neutrons of the alpha particle give it additional mass, which further facilitates ionisation by coulombic interaction or even direct collision of the alpha particle with atomic electrons. Thus alpha particle produces thousands of ion pairs until its kinetic energy has been completely dissipated within the substance it traverses. It is the most ionising radiation emitted by natural sources, with the extremely rare exception of the spontaneous fission of uranium.
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			The amount of energy required to produce ion pairs is a function of the absorbing medium. For example, air absorbs an average of 35 eV, argon gas absorbs approximately 25 eV, and a semiconductor material requires only 2-3 eV to produce an ion pair. This gives semiconductor materials an important advantage as radiation detectors compared to gases when energy resolution in radioactivity analysis is an important factor.

            

			Gamma 

			After an alpha or beta decay, the daughter nuclei are frequently in an excited energy state and decay by gamma emission into their ground state. In this situation, photons with energies up to 10 MeV can be produced. The nuclide in this excited energy state is called nuclear isomer, and the transition, or decay, from a higher to a lower energy state is referred to as isomeric transition, since neither the mass number, A, nor the atomic number, Z, of a nuclide ([image: ]) changes in the decay process; the nuclides are considered to be in isomeric energy states. Gamma rays emit discrete energies corresponding to the energy state transitions a nuclide may undergo when in an excited state. The gamma-ray energy is the difference in energy states of the nuclear isomers:

			[image: ]

			where hν is the energy of the electromagnetic radiation (h is the Planck’s constant and ν is the photon frequency), and [image: ] and [image: ] represent the energy levels of the nuclear isomers.

			The lack of charge and rest mass of gamma radiation hinders its interaction with, and dissipation of its energy in matter. Accordingly, gamma radiation has greater penetration power and longer ranges in matter than the massive and charged alpha and beta particles with the same energy. Three typical interactions of gamma radiation (0.005 - 10 MeV) with matter, are the photoelectric effect, the Compton effect and the pair production.

			For example, air absorbs an average of 35 eV, argon gas absorbs approximately 25 eV, and a semiconductor material requires only 2-3 eV to produce an ion pair. This enables an important advantage of semiconductor materials as radiation detectors compared to gases when energy resolution in radioactivity analysis is an important factor. 

			Neutron

			The neutron is a neutral particle with a mass approximately 1 850 times larger than the electron mass and one fourth of the alpha particle mass. Its mass is like that of the proton, is equivalent to 1 u (atomic mass unit). A neutron is only stable within the confines of the nucleus of an atom. Outside the nucleus, the neutron decays with a mean lifetime of about 15 min. Unlike the particulate alpha and beta nuclear radiation, neutron radiation is not emitted in any significant quantities from radionuclides that undergo the traditional nuclear decay process. Significant quantities of neutron radiation occur when neutrons are ejected from the nuclei of atoms following reactions between the nuclei and particulate radiation. Due to the lack of charge, the neutron cannot directly produce ionisation in matter. Neutrons can pass through the otherwise impenetrable coloumbic barrier of the atomic electrons and actually collide with nuclei of atoms and be scattered in the process or be captured by the nucleus of an atom. Its penetration depth depends on its energy. Scattering of neutrons and recoil nuclei occurs with conservation of momentum (elastic scattering) or loss of kinetic energy of the neutron as gamma radiation (inelastic scattering). The capture of a neutron by a nucleus of an atom may result in emission of other nuclear particles (alpha or proton) from the nucleus (nonelastic reactions) or the fragmentation of the nucleus into two (nuclear fission).

            
			Radioactivity is the ability of atomic nuclei to convert themselves spontaneously by emitting ionising radiation. 

			Radioactive decay is a stochastic process in which the decay rate is proportional to the number of radioactive nuclei of a particular type present at any time t. The constant of proportionality (λ), termed the decay constant, is the probability of decay per unit time interval. It is related to the half-life (T1/2) of a radionuclide (Equation 2-3), which is the time required for the decay of one half of the original number of its nuclei present. The activity is the number of decays per unit time interval.

			 

			[image: ]

			The unit of the activity is becquerel (Bq), named after the French physicist Henri Becquerel (1852–1908), one of the discoverers of radioactivity. One Becquerel is one transformation per second on average (1 Bq = 1 s-1]. Formerly, the unit Curie was used, representing the activity of 1 g 226Ra, or 3.7 1010 Bq.
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			Figure 2-1.

			The electromagnetic spectrum.

			Source: http://www.abc.net.au/science/articles/2010/02/18/2817543.htm

			What is an atom?

            
			An atom is the smallest unit of any chemical element, consisting of a positive nucleus surrounded by negative electrons. The nucleus is made of protons and neutrons, called nucleons.

			The atomic number (represented by the letter Z) of an element is the number of protons in the nucleus and it defines the chemical element. 

			The mass number (represented by the letter A) is defined as the total number of protons and neutrons (N) in an atom and it defines the isotope of the element.

			Isotopes are variants of a particular chemical element which differ in neutron number. All isotopes of a given element have the same number of protons (same Z) but different numbers of neutrons in each atom (different N).
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			Simplified structure of a helium atom.

                

          
			Beta

			Beta radiation is a term used to describe three types of decay in which a neutron (proton) transforms into a proton (neutron), differing in charge by +1 or −1. The beta decay modes are β−, β+ and electron capture (EC). During β− emission a negative beta particle or negative electron is emitted from the nucleus. β+ emission means the emission of a positive beta particle or positively charged electron from the nucleus (positron). Beta particles have the same mass and charge as electrons and differ from them only by their origin.

			In a nucleus with excess neutrons, the neutron changes into a proton:

			[image: ]

			where [image: ]is the parent nuclide of atomic number Z and mass number A, [image: ] is the daughter nuclide of atomic number Z+1 and the same mass number as the parent, [image: ] is the electron or negative beta particle (β−), [image: ] is the electron-antineutrino. The total kinetic energy released is shared between the beta particle, electron-antineutrino, recoil daughter nucleus, and any gamma radiation that may be emitted by the daughter nucleus, but most of the energy emitted in the decay appears in the rest and kinetic energy of the emitted beta particle and electron-antineutrino. Gamma-ray emission does not occur in all cases of beta decay. There are some nuclides, e.g. 3H, 14C, that decay with the emission of beta particle directly to the stable ground state without the emission of gamma radiation. Contrary to alpha particles, which have a discrete energy, beta particles are emitted from radionuclides with a broad spectrum of energies. Thus all beta-emitting radionuclides will display a wide spectrum of energies between zero and a maximum energy.

			Nuclei with excess protons are β+ emitters. In this case, a proton decays into a neutron by emitting a positron (β+), which is a positively charged electron, and an electron-neutrino.

			[image: ]

			where [image: ]is the parent nuclide with atomic number Z and mass number A, [image: ] is the daughter nuclide with atomic number Z-1 and the same mass number as the parent, [image: ] is the positron or positive beta particle (β+), [image: ] is the electron-neutrino, and KT is the total kinetic energy released in the beta decay process. 

			Decay by positron emission can occur only when the decay energy is significantly above 1.022 MeV. This is because two electrons of opposite charge are produced (β+, β−) within the nucleus, and the energy equivalence of the electron mass is 0.51 MeV. The positive electron is ejected from the nucleus and the negative electron combines with a proton to form a neutron.

			Electron capture (EC) does not result in emission of any beta particle, but an orbital electron is captured by a nuclear proton changing it into a nuclear neutron with the emission of an electron-neutrino:

			[image: ]

			where [image: ]is the parent nuclide with atomic number Z and mass number A,[image: ] is an orbital electron captured by the nucleus of the parent nuclide, [image: ] is the daughter nuclide of atomic number Z-1 and the same mass number as the parent, [image: ] is the electron-neutrino, and KT is the total kinetic energy released in the beta decay process. The change in atomic number is the same as occurs with positron (β+) emission. EC competes with positron emission, and most radionuclides that decay by positron emission also decay by EC to the same daughter nuclide. In addition to positron emission, an unstable nucleus can increase its neutron/proton ratio by EC, via the capture by the nucleus of a proximate atomic electron, e.g. K-, or L-shell electron. A neutrino emitted from the EC decay process does not share the transition energy with another particle, and therefore it is emitted with a single quantum of energy equal to the transition energy less the atomic electron binding energy. The EC decay may compete with β+ emission; that is, some radionuclides may decay by either EC or β+ emission. Positron emission will predominate when the transition energy is high (above 1.022 MeV) and for nuclides of low atomic number, while the EC decay process will predominate for low transition energies and nuclides of higher atomic number. EC is the preferred decay mode for proton-rich heavy nuclei.

			There are several radionuclides that decay via all beta decay modes, to varying degrees, yielding two daughter nuclides that differ by two units of atomic number. One of these radionuclides is 40K which decays by the three β−, β+ and EC modes with 89 %, 0.3 % and 10.7 %, respectively, producing 40Ca and 40Ar.

			A beta particle interacts with matter via ionisation and electron orbital excitation as it dissipates its kinetic energy. Its ionisation power is a factor of 1 000 lower than that of an alpha particle of equivalent energy, and it dissipates energy also by bremsstrahlung and Cherenkov Radiation. For example, a 1 MeV beta particle travels approximately 334 cm in dry air and 0.40 cm in water and a 5.5 MeV beta particle travels approximately 2 400 cm in air. Hazardous bremsstrahlung radiation can be significant when high-energy beta particles interact with shields of high atomic number (e.g. lead).
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			In quantum mechanics, an excited energy state of a system (such as an atom or nucleus) is any quantum state of the system that has a higher energy than the ground state (that is, more energy than the absolute minimum). Excitation is an elevation in energy level above an arbitrary baseline energy state.

			2.1.2 Biological effects of ionising radiation

			In daily life, we are exposed to various sources of radiation, for example natural radiation sources, medical applications, industrial practices, effluents from nuclear installations (which are generally controlled and negligible), fallouts from nuclear weapons testing and the impact of nuclear accidents (historical events). Exposure to increased levels of ionising radiation can be harmful to human health. Indeed, radiation can ionise or excite atoms while passing through tissue.

			There are various quantities to specify the dose received and the biological effectiveness of that dose:

			Absorbed dose (D): the energy absorbed per unit mass D = dε/dm where dε is the mean energy imparted by ionising radiation to the matter in a volume element and dm is the mass of the matter in this volume element. It is expressed in gray (Gy=J/kg).

			The absorbed dose rate is the rate at which an absorbed dose is received (Gy/s).
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			Figure 2-2.

			Simplified schema for defining the absorbed dose.

			Source: EANR, EC-JRC, 2019.

			The biological effect of radiation depends not only on the energy deposited by radiation in an organism, but in addition on the type of radiation and the way in which the energy is deposited along the path of the radiation. So therefore the linear energy transfer (LET) is defined. It describes the mean energy deposited per unit path length in the absorbing material. The unit of the LET is keV/μm. So for the same absorbed dose, the biological effect of alpha particles or neutrons (high LET) is much greater than of beta or gamma rays (low LET). To characterise this difference in biological effects of various types of radiation, the radiation weighting factor wR was established (Table 2-1) and has been published in ICRP Recommendation 103 (ICRP, 2007).
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			Table 2-1.

			Radiation weighting factors.

			Source: ICRP 2007, adopted by the Basic Safety Standards Directive (EU, 2013).

			To calculate radiation weighting factors for neutrons, a continuous function in neutron energy, En (MeV), is used (Equation 2-7).

			[image: ]

			The equivalent dose (HT) represents the radiation dose to tissue and thus makes the link between absorbed dose and its biological effect. HT is calculated as absorbed dose multiplied by the weighting factor (wR) of the radiation. If there are several types of radiation (R) present, the equivalent dose in the tissue (T) is the weighted sum over all contributions. Equivalent dose is also expressed in joule per kilogram, because of the dimensionless weighting factor. For differentiation the unit of the equivalent dose is named sievert (Sv) after the Swedish doctor and physicist Rolf M. Sievert (1896 – 1966). The relation with the former unit, roentgen equivalents man (rem), is 1 Sv = 100 rem.
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			The equivalent dose rate is the rate at which an equivalent dose is received, expressed for example in Sv/s or Sv/h.

			The equivalent dose is always related to a defined tissue or organ. Different tissues and organs show different sensitivities to radiation, depending on their cell cleavage frequency and their cell renewal frequency. To take these effects into account, the equivalent doses in different tissues must be weighted (Table 2-2; ICRP, 2007.

			The equivalent dose (HT) in tissue or organ T multiplied by this tissue weighting factor (wT) reported in Table 2-2, is called the effective dose (E).

			 

			[image: ]

			The sum of the relative weighting factors is one; this means that the sum of the weighting risks for the organs is numerically equal to the risk for the whole body.

			Calculating doses from intakes of radionuclides

			Irradiation by ionising radiation outside the body causes only a dose during the period of irradiation. But by an intake through ingestion or inhalation some radionuclides can remain inside the body and irradiate the tissues for years. In these cases, the total radiation dose depends on the half-life of the radionuclide, its distribution in the body, and the rate at which it is excreted from the body. On the basis of mathematical models, doses can be calculated with consideration of the radionuclides intake each year. The resulting total effective dose delivered over a lifetime is called the committed effective dose.

			ICRP develops effective dose coefficients to simplify the calculation of equivalent dose and effective dose for inhaled or ingested radionuclides: values for committed doses following the intake of 1 Bq of a radionuclide via ingestion and inhalation.

			These coefficients have been calculated for members of the public at six standard ages and for intake by adult workers. The unit of the effective dose coefficient is Sv/Bq. The received dose via ingestion or inhalation of a radionuclide can be calculated as a product of the incorporated activity and the effective dose coefficient. Choosing the right dose coefficient depends on:

			
					The radionuclide

					Whether it is inhaled or ingested

					The particle size (for inhalation)

					The chemical form

					Population group

					The time since intake (if using bioassay data)

					Activity Median Aerodynamic Diameter (AMAD).

			

            [image: ]

			Table 2-2.

			The sum of wT is equal to 1.

			Source: ICRP 103, Annals of the ICRP, Volume 37, pp. 1-332, 2007.

			Deterministic and stochastic effects 

			Radiation can affect people’s health in two different ways, called deterministic effects and stochastic effects. 

			Deterministic effects are characterised by a threshold (Figure 2-4); below it, no damage is recognised; and above it, the damage increases with dose. Deterministic effects are the acute radiation syndrome, which occurs immediately after an irradiation with high doses and damages, which occur at a later time, but induce no cancer (opacity of lens, vitiation of fertility). Immediate symptoms after a whole body irradiation can be recognised above a dose between 0.5 and 1 Gy. For doses between 2 – 6 Gy mortality is between 5 – 95 % without treatment and 5 – 50 % with treatment. These are estimates and recovery potential depends on treatment. If the whole body dose goes up to 10 Gy, the mortality would reach 100 % (Eisenbud & Gesell, 1997).
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			Figure 2-3.

			Schematic representation of the modes of exposure to ionizing radiation.

			Source: EANR, EC-JRC, 2019.

			Stochastic effects of ionising radiation are chance events, with the probability of the effect increasing with dose, but the severity of the effect is independent of the dose received. Primarily cancer risk, but also hereditary disorders are stochastic effects (ICRP Publication 103; ICRP, 2007). Stochastic effects are assumed to have no threshold (Figure 2-4). However it is not yet known what the curve looks like for small doses (i.e. < 0.1 Sv), and several hypothesis have been considered, including homeostatic (positive effect for very small doses) and the existence of a threshold (i.e. limit below which there is no effect). However, for regulatory purposes, simplicity and conservatism, the most prevalent assumption is linear-no-threshold.

			An approach is called ‘conservative’ if, according to the state of knowledge, it likely represents an unfavourable situation, i.e. it is pessimistic, or in other words, most likely the expected true effect is less severe. Its purpose is to be on the safe side.
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			Figure 2-4.

			Stylised probability-dose and severity-dose relationships for stochastic and deterministic effects.

			Source: modified from Zanzonico et al., 2016.

			General principles of radiation protection

			The system of radiation protection is based on the following principles of justification, optimisation and dose limitation:

			
					The Principle of Justification: Any decision that alters the radiation exposure situation should do more good than harm. Decisions introducing or altering a radiation source, an exposure pathway or actual exposures shall be justified in the sense that such decisions shall be taken with the intent to ensure that the individual or societal benefit resulting from them offsets the detriment that they may cause; 

					The Principle of Optimisation: In all exposure situations, radiation protection shall be optimised with the aim of keeping the magnitude and likelihood of exposure and the number of individuals exposed as low as reasonably achievable, taking into account economic and societal factors, whereby optimisation of the protection of individuals undergoing medical exposure shall be commensurate with the medical purpose of the exposure as described in Article 56 of the Basic Safety Standards Directive (European Union, 2013). This principle shall be applied in terms of Effective Dose as well as organ doses, as a precautionary measure to allow for uncertainties as to health detriment below the threshold, for deterministic effects;

					The Principle of Dose Limitation: In planned exposure situations, the sum of doses to an individual from all regulated radiation sources may not exceed the dose limits laid down for occupational exposure or public exposure. See Section 1.2 for more details on dose limits. Dose limits shall not apply to medical exposures (EU, 2013).

			

			Radiation protection (also called radiological protection) is defined as the protection of people from the effects of exposure to ionising radiation, and the means for achieving this (IAEA, 2007).

		

	
		
			The Earth is constantly bombarded by high-energy cosmic-ray particles which, upon entering the Earth’s atmosphere, interact with its gaseous and particulate constituents to produce a variety of cosmogenic radioisotopes. This chapter presents and describes the European Annual Cosmic-Ray Dose Map. It displays the annual effective dose that a person may receive from cosmic rays at ground level. Moreover, the cosmogenic radionuclides will be described, focusing on their application as tracers in environmental studies. 

			The cosmic radiation is composed of penetrating ionising radiation (both particulate and electromagnetic). By observing them, it has been established that cosmic rays are ordinary atomic nuclei accelerated to very high energy levels (e.g. Drury, 2012) which move through space at almost light speed. 

			Depending on their origin, the cosmic rays vary greatly in their composition. Almost 90 % of cosmic rays are galactic in origin, and are composed of high-energy particles (0.1 – 10 GeV) in the form of protons (87 %), helium nuclei (alpha particles, about 12 %) and heavy nuclei (about 1 %) (Masarik & Beer, 1999). On the contrary, solar cosmic rays, with lower energies (< 100 MeV), have a much higher proton content (98 %) and lower alpha particle contribution (2 %), but do not have any heavier nuclei or energetic electrons. For the physical background and details, we refer to Wissmann et al. (2005) and to Gaisser et al. (2016). 

			The intensity of cosmic rays presents a wide variety of timescales as well as spatial modulation in the Earth’s atmosphere. Many field studies have been designed to assess the understanding of spatial and temporal variations in cosmic rays in the heliosphere, and their relation to effects of the Sun (e.g. Heber et al., 2013). The worldwide neutron monitor network (http://w3.nmdb.eu/), which is considered as a reliable network of ground-based detectors of cosmic rays, records many cosmic-ray variations.

			Variations in elevation and atmospheric conditions influence the amount of cosmic radiation received. The intensity of the cosmic-ray flux increases greatly as a function of altitude. At 6 – 9 km above the Earth’s surface, it is 30 times greater than at ground level (e.g. Monem, 2012). In addition, cosmic radiation is partly screened and modulated by the Earth’s magnetic field and the atmosphere (Turekian & Graustein, 2003). The heliospheric environment considerably modulates the intensity of the cosmic radiation reaching the Earth. On short timescales, Forbush decreases (also known as Forbush effects) (Forbush, 1954) are sudden decreases in the intensity of cosmic radiation and in the amplitude of a few percent for several days. They occur after an increase in solar activity, such as coronal mass ejections. On a longer timescale and with stronger influence, the intensity of cosmic rays is influenced by the degree of solar activity and to variations in the geomagnetic field. Many studies have investigated and demonstrated the rigidity dependence of the galactic cosmic-ray and solar activity (e.g. Dorman et al., 2001), reporting that high sunspot activities are highly correlated with low cosmic-ray intensity, and vice versa. In particular, the number of sunspots, which can be considered an indicator of disturbances in the Sun’s magnetic field, varies from year to year and exhibits a nearly 11-year cycle. In this line, some works (e.g. Sloan & Wolfendale, 2013; Stozhkov et al., 2017) cite solar activity, either directly or through its effect on cosmic rays, as an underestimated contributor to global warming. 

			All these factors may trigger variations of 50 % in production rates of cosmogenic radionuclides on the Earth, which are radioactive isotopes produced and distributed within the Earth’s system. Cosmogenic activation strongly depends on the nucleon flux, neutron-to-proton ratio and energies available. For instance, at sea level, radionuclide production is mainly dominated by neutrons at low energies because of charged particles being absorbed in the atmosphere; whereas if materials are flown at high altitude, cosmic flux is much greater, energies at play are larger and activation by protons cannot be neglected (Lal & Peters, 1967).

			Production of this kind of radionuclides can be described in three main stages: the production of (i) primary cosmic rays, (ii) secondary cosmic rays (see Figure 8-1) and (iii) nuclides via nucleonic reactions (spallation, neutron capture, or muon capture) in the atmosphere or at Earth’s surface (Gosse & Phillips, 2001). The radionuclides with the highest activity concentrations in the environment are: 7Be, 38Cl, 39Cl and 38S (see Table 8-1).

			
				
					[image: ]
				

			

			Table 8-1.

			Cosmogenic radionuclides, induced in the Earth’s atmosphere by cosmic rays, listed in order of decreasing half-life.

			Source: Eisenbud, 1997.
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			Figure 8-1.

			The cosmic ray cascade. Spallation reactions cause the formation of new cosmogenic radionuclides in the atmosphere and in the lithosphere.

			Source: www.AntarcticGlaciers.org after Gosse & Phillips, 2001.

			Primary cosmic rays (mainly protons) are stable, charged particles that have been accelerated to enormous energy levels by astrophysical sources located somewhere in our universe. Secondary cosmic radiation is generated when primary rays penetrate into the Earth’s magnetic field and interact with atmospheric gas nuclei. This radiation is composed of high-energy nucleons (e.g. protons and neutrons) and mesons (e.g. muons). In its displacement to the Earth’s surface, secondary ray particles collide with atoms in the atmosphere. The interaction with nuclei causes a ‘spallation’ reaction, i.e. a nuclear reaction where a highly energetic nucleon collides with a target nucleus. Spallation reactions cause the release of multiple particles (protons, neutrons and clusters). These accelerated particles cause a wave of secondary interactions and, again, spallation reactions as they strike more atmospheric nuclei. The result of this cascade of reactions is the creation of cosmogenic nuclides and high-energy radiation (neutrons), although, through successive interactions, energy is lost until the particles have insufficient energy to cause a spallation reaction upon collision with another particle. 

			By far, spallation is the most common mode of production of cosmogenic radionuclides in the atmosphere; but other reactions such as fragmentation, induced fission or capture can be very important for some nuclei (Lal & Peters, 1967). Indeed, processes such as neutron and slow muon capture commonly produce cosmogenic radionuclides (also called terrestrial cosmogenic radionuclides) at the Earth’s surface (e.g. Darvill et al., 2013). In this sense, most terrestrial cosmogenic radionuclides are hence formed within the top few centimetres of a rock, as the cosmic-ray intensity flux becomes attenuated with depth. 

			Notably, natural background radiation is the largest contributor to the average radiation dose received by individuals. Among the natural sources, cosmic rays represent about 13 % of the total effective dose received by the population at ground level, with only a very small contribution (0.4 %) due to cosmogenic radionuclides (UNSCEAR, 2008). However, as altitude increases, there is less air to act as a shield, and hence exposure to cosmic radiation also increases.

		

	
		
			2.3 Geology

			The composition and structure of the sub-surface has a strong influence on the local level of natural (background) radiation, along with other parameters such as altitude and climate. Geology and soil science describe and explain these variations in composition and structure of the sub-surface based on the history (over thousands to millions of years) and the physicochemical conditions of the region considered. This implies that by looking at the geology of Europe, one can already form a general and large-scale idea of the level of natural radioactivity that can be expected. For instance, young and mobile unconsolidated marine sediments (like clays, loams and sands) that are found in many coastal regions in northern and north-western Europe generally contain less radionuclides than certain magmatic or metamorphic rocks found in for example Scandinavia (Fennoscandian Shield), Central Europe (Bohemian Massif), France (Bretagne and Central Massif) and in Spain (Iberian Massif). The former regions have been periodically and geological-recently (during the last few million years) part of a shallow sea, whereas the latter are the result of very old mountain building processes that allowed hard rocks to form and radionuclides to migrate and concentrate, either homogeneously in specific parts of a magma chamber or in discrete fractures and veins. The more recent alpine mountain belts are composed of many different types of rock (magmatic, sedimentary/carbonate, metamorphic etc.) varying relatively locally and thus leading to strong spatial variations in radiological signature. As for volcanic rocks, generally speaking acidic materials like tuff and rhyolite have a higher radionuclide content and can lead to increased indoor gamma dose rate and radon or thoron concentrations, when present in the building foundations or when used as building materials. Another specific case are karstic limestone areas, where the radiological risk, mainly due to radon emanation, varies locally, leading to strong hot-spots of natural radioactivity. Organic-rich shale and slate can also be of particular importance to the radiological background due to their sometimes increased content in uranium or thorium in combination with a strong fracture permeability, allowing radionuclides (mainly radon or radium and sometimes uranium in water solution) to migrate and concentrate at specific locations. That leads to another important geological factor playing a role in the radiological background, namely fractures and faults. These structures can form pathways for radionuclides to migrate, concentrate and emanate, thus affecting locally or more widely (depending on their geometry and extent) the natural radiological background. Another specific situation exists in the Baltic region and northern Germany to Denmark, where glacial processes transported debris material from the Baltic Shield with increased radionuclide content over large distances, leading to deposits with increased natural radioactivity. Finally, the topmost layer of the Earth’s surface is often covered by a soil layer, resulting from the in situ weathering of the local rocks, or deposited by transport processes like river flooding/meandering. The permeability and composition of these soils will again influence the local content in radionuclides and affect the natural radioactivity presented in this Atlas. For these reasons, the Atlas makes use of the geological and pedagogical information available to predict, determine or fine-tune the specific radiological maps collected herein. 

			2.3.1 Geological influence on radiation 

			Outdoor natural background radiation is mainly determined by the activity concentrations of the natural terrestrial radionuclides 238U, 232Th and 40K and their decay products found in the Earth’s crust. Radioactive decay of these nuclides occurs in all rocks (level 1 in Figure 2-24). However, the activity concentration of radioisotopes depends on the processes that control the mobilisation, precipitation, concentration and/or leaching of radionuclides (Langimur, 1978). Soil, formed by weathering of the rock and pedogenic biochemical processes, is a second source of natural radioactivity (level 2 in Figure 2-24). The soil-forming processes can cause further mobilisation and concentration of radionuclides, as for example accumulation of uranium which can be favoured in reducing conditions. The migration of radionuclides towards the surface and to the atmosphere further depends on physical properties such as permeability, soil-gas composition, water-table dynamics and tectonics (level 3 in Figure 2-24). Moreover, natural stone and raw materials (clay, marlstone, sand) that are used to produce building materials (e.g. bricks, cements, mortars) also contain radionuclides, leading to human exposure that, in some cases, may cause health risks (level 4 in Figure 2-24). Finally, raw materials used in a wide range of industrial processes (like mineral ore, oil and gas, rock) can lead to environmental pollution at various levels, causing human exposure to natural radionuclides artificially introduced in the environment, so-called naturally-occurring radioactive material (NORM). However, this Atlas does not address the occurrence of natural radionuclides originating from anthropogenic sources such as building materials or NORM. 

			Lithology

			The natural radioactivity in rocks depends on their type and on how they were formed (Langimur, 1978; Maxwell et al., 2015). Rocks can be classified into igneous, sedimentary or metamorphic ones according to their formation process. Igneous rocks are formed from magma, either inside a magma chamber (thus forming magmatic rock like granite or diorite), inside intrusions (forming intrusive rock like dolerite), or from lava flows (forming volcanic rock such as basalt or rhyolite). Sedimentary rocks are formed by transport and deposition of rock forming substances such as clastic particles or chemical and biochemical precipitation. If they occur as unconsolidated and un-cemented formations, they are called sediments, like sand or clay. To various degrees, they can also undergo compaction, diagenesis or lixiviation during weathering, thus forming different types of sedimentary rocks like shale, limestone or sandstone. Metamorphic rocks are re-crystallised sub-solidus from protoliths of pre-existing sedimentary, igneous or other metamorphic rocks Typical examples are gneiss and slate (schist).
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			Ungru limestone with characteristic texture. Ungru, Estonia.

			Source: Kalle-Mart Suuroja.

			High activity concentrations of radionuclides can be found in many different rock types, but they essentially originate from igneous rock-forming processes. U and Th are incompatible elements strongly partitioned into the initial melts formed by partial melting in a magma chamber. Because of their large ionic radius and high valence, they are strongly incompatible in major rock-forming minerals and show greatest affinity to other M4+ elements such as Ce and Zr. Therefore, uranium and thorium are generally enriched in granitoid rocks and their corresponding volcanic products, and are mainly incorporated into accessory minerals such as zircon (ZrSiO4), titanite (CaTiSiO5), apatite (Ca10(PO4)6(OH,F,Cl)2), and epidote (Ca2Al2(Fe3+,Al)(SiO4)(Si2O7)O(OH)) in which they are less incompatible, or in monazite ((Ce,La,Th,U)(PO4,SiO4)), allanite ((Ce,Ca,Y,La)2(Fe2+,Fe3+,Al)3(SiO4) (Si2O7)O(OH)) and in specific U and Th minerals such as uraninite (UO2), brannerite ((U,Ca,Ce)(Ti,Fe)2O6), carnotite (K2(UO2)2(VO4)2·3 H2O), coffinite (USiO4), thorite (ThSiO4) and thorianite (ThO2), where they even become compatible (Blundy & Wood, 2003; Sakoda et al., 2010; Cuney, 2014). Hydrothermal and weathering processes may cause U and Th leaching from accessory minerals with subsequent ore crystallisation and adsorption on secondary hydrated Fe-oxide, Mn-oxide and clay minerals (Taboada et al., 2006).
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			Figure 2-24.

			Sources of the principal natural radionuclides from the 238U, 232Th and 40K decay series. Primary source: bedrock (level 1); secondary source: soil (level 2); additional sources: discontinuities (e.g. tectonics, level 3); anthropogenic source: building materials and environmental pollution (level 4).

			Source: Graph created by Chiara Coletti.
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			Figure 2-25.

			A: Radon atom emanation from within the solid grains into the free spaces of material; 
B: Radon atom diffusion in the pore spaces between rock and soil particles; 
C: Radon atom exhalation through preferential fluid-flow pathways, ‘chimney effect’.

			Source: Graph created by Chiara Coletti.

			Sedimentary rocks are, in general, significantly poorer in U and Th. Most U-ore deposits in sedimentary rocks are either detrital accumulation of Th-bearing uraninite in Archean and Palaeoproterozoic siliciclastic sediments under anoxic surficial conditions, or related to selective uranium leaching. This can be caused by oxidising hydrothermal fluids or ground water, which produce and transport highly soluble uranyl (U6+O2)2+ complexes. They precipitate as uranyl minerals, or uraninite low in Th at reduction fronts. Uraninite and coffinite may also precipitate when uranyl-bearing solutions come across sediments rich in organic matter produced by sulphate-reducing bacteria (Hazen et al., 2009), leading for example to the typical ‘black shale’ or ‘alum-shale’ radioactive rocks. This difference in behaviour of U and Th results from the different possible oxidation states of uranium, mainly 4+ or 6+, or more rarely 5+, while Th is only present in the 4+ form. Significant Th mobilisation should therefore occur at high temperatures only in the presence of fluorine (F), forming Th4+-F complexes, such as in magmatic environments forming alkaline and/or peraluminous granites (Keppler & Wyllie, 1990). Leaching of uranium from other accessory minerals, such as monazite or apatite, is possible only in the presence of exceptional conditions, e.g. when in contact with highly saline, acidic and oxidised diagenetic fluids. Radium, which is the heaviest alkaline Earth metal, with 226Ra as the most abundant and long-lived isotope (half-life of 1 600 years), can be incorporated into biogenic carbonates, such as those secreted by molluscs and corals, or in hydrocarbon compounds; but it is also found in inorganic carbonate deposits, such as in speleothems or travertines, and in high-temperature hydrothermal carbonates (Schmidt & Cochran, 2010). U-rich deposits in travertine, calcrete and calcite tufa may form when redox-sensitive elements, including U, are originally mobilised, possibly during weathering of crystalline rocks, pre-concentrated in black shale or bituminous marls, remobilised by alkaline lake waters (Cole et al., 2004) or in the presence of hyperalkaline hydrothermal systems (Khoury et al., 2014), and precipitated either by a variation in U/Ca ratio due to mixing with ground water, or the activity of hydrogen ions (pH), variation after water discharge, rapid uptake of atmospheric CO2 and travertine formation. Moreover, uranium can be transported in hydrothermal solutions as uranyl-carbonate complexes [UO2(CO3)34-], and precipitate in veins when fluids experience a decreasing concentration of CO2 and rapid change in reduction potential (Eh) and pH due to localised reactions with the host rocks (Ruzicka, 1993). Thorium in sedimentary rocks is poorly leached because its host minerals, such as monazite and zircon, are highly resistant to both chemical and physical weathering, and due to low solubility in the 4+ form. Clay minerals in shales may contain some Th, although in small amounts in comparison with U. Nevertheless, in some specific cases such as monazite-rich sand deposits (Dawood & Abd El-Naby, 2007; Iyer, 2015; Chen et al., 2017), Th can be exceptionally enriched. Limestone, conglomerate and sandstone are normally very low in U and Th. 

			Metamorphic rocks reflect fairly well the geochemical features of their igneous and sedimentary protoliths. Nevertheless, mobilisation and redistribution of metals (and radionuclides) may take place during metamorphism by migration of hydrothermal fluids along fractures surrounding granitic plutons, or shear zones causing concentration of uranium minerals, typically uraninite and coffinite (Ruzicka, 1993). Generally, a decrease in the Th/U ratio is observed with increasing metamorphic grade, suggesting that Th becomes more easily mobilised than U under conditions of high pressure and temperature.

			Soils

			The weathering of rocks exposed on the Earth’s surface can lead to soil formation. The associated chemical and physical processes can promote a redistribution of the radioactive elements included in the original rock, at a level proportional to the thickness and degree of evolution of the soil. The concentrations in different horizons depend on the mineralogy in the parent rock as well as on the typology and intensity of the weathering processes (driven by factors such as climate, tectonics, volcanic activity, etc.). The presence and type of minerals in the rock containing natural radionuclides control the degree of remobilisation. For example, the presence of U and Th-bearing minerals resistant to weathering, as in the case of zircon or monazite, leads to the concentration of these radioactive elements in horizons composed of parent material aggregates generally of coarse and medium grain size (boulders to sands). Within the presence of minerals less resistant to chemical weathering, such as uraninite, feldspars or biotite, the leaching potential of the radioactive elements can be increased depending on the geochemistry of the water, in particular pH and the Eh. 

			The change from an oxidising to a reducing environment favours the transition to the valence state U4+. Under these conditions U becomes insoluble and precipitates in the form of uranium-bearing minerals (e.g. autunite or torbernite), or is incorporated into the structure of other minerals, as goethite, or adsorbed in clay minerals or organic matter. The influence of humic substances in the precipitation of U is still poorly understood (e.g. Lamas, 2005). The presence of other elements, such as Fe2+, leads to the precipitation of U compounds in an oxidising environment. K is usually concentrated in horizons where clay minerals dominate.

			Micro-organisms also play an important role in U mobility in soils. Bone et al. (2017) suggest a model that points to the importance of pyrite as a source of electrons that could be used by bacteria to promote the reduction of U6+ to U4+, inducing U precipitation. Specialised bacteria may also be able selectively to extract U dissolved in ground water (Chung et al., 2014). In some cases, human activity can slightly increase the natural radioactivity of the top soil on a broad scale, mainly by the use of uranium-bearing fertilisers applied on large scale in agricultural areas.

			Radon, a special radionuclide

			Radium, the direct parent nuclide of radon, is bound to mineral structures, while radon gas can escape from the crystal structure and migrate through the material. The main phenomenon that allows radon atoms to leave the mineral grains is the recoil of a nucleus owing to alpha-particle emission during decay of radium to radon, resulting in the displacement of the radionuclide from its original location (Tanner, 1978; Figure 2-25, A). 

			Radon release to the atmosphere takes place through the combination of emanation, transport and exhalation processes. Emanation is the process that controls release of radon atoms from solid grains into free spaces of material (internal defects, pores, cracks). Transport is the movement of the emanated radon atoms by diffusion and advective flux through the pores (Figure 2-25, B), whereas exhalation is the process by which radon atoms migrate to the ground surface and exhale to the atmosphere (Hassan et al., 2009). 

			During emanation, the recoiled atoms can be ejected from the mineral. Cracks and fissures on the surface of the grain caused by previous radioactive decay and chemical or physical weathering can increase the specific surface area of the grain, thus increasing the emanation coefficient. This is the ratio of the number of radon atoms leaving the microstructure of the mineral to the total number of radon atoms generated (Eakin et al., 2016). Moreover, internal defects in the crystal lattice create conduits through which radon may escape. If the recoil ends outside the grain, radon is released into pores or textural discontinuities either filled with soil gas or aqueous solution (Tanner, 1978), from where it can exhale to the ground surface (Figure 2-25, B). Indeed, different pore systems and textures in different rock types control radon diffusion and transport. 

			The efficiency of radon release from mineral grains (emanation) flow to the atmosphere (exhalation) depends on the chemical and physical weathering, and on the porosity and permeability of the rock (Tuccimei et al., 2015; Domingos & Pereira, 2018).

			Radon can migrate through the soil by diffusion, by advective flow of moving soil gases, or by a combination of both mechanisms. The rate of radon movement by diffusion in the pore space between the soil particles depends on the porosity (interstitial spaces), tortuosity (flow path around particles), soil moisture, humidity, compactness, permeability and climate. At high moisture contents, for example, free water appears in the interstitial space between the particles, and radon must either take a longer route through the air-filled pore space or else diffuse partially through the water. Advective flow of radon carried by a flux of other soil gases, such as underground water, carbon dioxide or methane can transport the radon gas over long distances determined by the carriers flow rate (Ioannide et al., 2013). Local discontinuities such as fractures and faults or contact zones between different geological formations can form high permeability pathways facilitating radon flux (Figure 2-25, C). These structural discontinuities can act as preferential fluid-flow pathways as chimney and cause important anomalous gas flow, revealed by locally high radon exhalation. In karstic regions, despite their overall low radionuclide content in carbonate and limestone, local hotspots of indoor radon often occur, due to local weathering and concentration of radionuclides and due to the very high and localised permeability of karst (sinkholes, dolines, galleries, caves, etc.), thus allowing transport of important air volumes over long distances, leading to an increased radon flux. 

			Further details about radon may be found in Section 2.2 and Chapter 5. 

			Building materials

			Natural rocks can be used directly as building materials (wall stones, floor or roof tiles), or as raw materials for derived products such as brick, mortar, cement, concrete or plaster. All these building materials contain natural radionuclides exposing the population to a certain level of external gamma radiation and to internal radiation due to inhalation of radon gas and its decay products. 

			The radiological risk of building materials depends on the activity concentrations of U, Th and K (Radiation Protection 112; Stoulos et al., 2003) and on the exhalation potential of radon and thoron (Rafique et al., 2011; Kovler, 2017). The internal and external exposure due to the building materials has to be taken into account in radiological risk evaluation, but falls outside the scope of this Atlas.

			Table 2-5 gives an overview of some typical activity concentrations of 226Ra, 232Th and 40K in common rocks and derived building materials found in Europe. It is based on a compilation carried out by Nuccetelli et al. (2017) and Trevisi et al. (2018), and integrates data from Marocchi et al. (2011), Capaccioni et al. (2012) and Tositti et al. (2017). In general, granites and derived products have higher radionuclide concentrations, as well as high radon gas exhalation potential. Sedimentary rocks and their derived products generally have a lower radionuclide content, particularly marls and limestones. Acidic volcanic rocks, such as tuffs or rhyolites, can have high uranium concentrations (and high radon gas exhalation). Conversely, basic volcanic rocks have much lower radionuclide concentrations. In metamorphic rocks, anisotropy tends to increase the exhalation potential of radon, as is the case of gneisses formed from igneous acidic protoliths.
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			Table 2-5.

			226Ra, 232Th and 40K activity concentration (Bq/kg) in natural stones, raw materials, and derived products (in the lighter shaded rows).

			2.3.2 Simplified description of European geology

			Introduction

			The European continent, as we know it today as part of the Eurasian plate, is the result of multiple geodynamic and related rock-forming processes. These processes can be related to several mountain-building events caused by episodic subduction of oceanic crust and collision of continental plates. As a consequence, the European geology varies a lot, both in age and complexity. Simply put, European geology can be divided into the following periods: the Precambrian (ca. 4.6 Ga – 541 Ma before present (BP)), the Paleozoic era (541 Ma – 251 Ma BP), the Mesozoic era (251 Ma – 66 Ma BP) and the Cenozoic era (66 Ma BP – present). Every era is characterised by specific geodynamic processes which led to the development of five structural geological units that form the present European land mass: the Eastern European Platform, the Caledonides, the Variscides, the Mesozoic overburden and the Alpidic system (Figure 2-26). The geological setting is complemented by rock of all ages, overlying the bedrock in varying thicknesses (Labhart, 2004; Walter, 2007).

			The Precambrian (~4.6 Ga – 541 Ma BP)

			The Precambrian orogens

			During the Precambrian, several orogenetic cycles took place (Frisch & Meschede, 2009). Over time, the originally sedimentary and magmatic rocks turned into gneisses and crystalline schists through folding and metamorphism. They are now known as cratons, which are stable parts of the Earth’s lithosphere that have not been deformed significantly for millions, even hundreds of millions of years. Welded together, these cratons form the Eastern European Platform. This platform extends from the Barents Sea to the Black and Caspian Sea and from the Urals to the Scandinavian mountains, and thus comprises large parts of eastern and northern Europe (Faupl, 2003; The Great Soviet Encyclopedia, Third Edition, 1970 – 1979). Nowadays this basement, aged between 1.6 Ga and 3.5 Ga BP, is exposed in the Ukrainian Shield in the southwest and in the Baltic Shield in the northwest. The oldest rocks can be found on the Kola Peninsula. The remaining, larger area of the basement, i.e. the Russian Plate, is covered with sedimentary deposits up to 10 km thick.

			The Paleozoic era (541 Ma – 251 Ma BP)

			The Caledonian orogeny

			From early Precambrian to Ordovician times, the Gondwana supercontinent united almost all continents present at that time on the southern hemisphere (Figure 2-27a, 480 Ma BP). Along the northern edge of Gondwana a broad magmatic arc was located and caused the development of several independent micro-continents or terranes (Nance et al., 2010). Some of these micro-continents, like Avalonia, Saxo-Thuringia, Bohemia, Armorica, Iberia and the Proto-Alpine terrane, nowadays form the basis for significant parts of the present European land mass. The South Pole was located in northern Africa at that time. Further north, at middle southern latitudes, the Baltica (Northern Europe), Siberia and, close to the Equator, Laurentia (North America and Greenland) continents were located (Figure 2-27b, 420 Ma BP). 

			Around 450 Ma BP (late Silurian period), the Avalonia micro-continent, due to north-up shift, collided with Baltica (Tait et al., 1997; Cocks et al., 1997; Torsvik & Rehnström, 2003). This collision made the Tornquist Ocean close, while the Rheic Ocean opened in the South. Around 420 Ma BP (Figure 2-27b), Baltica, now together with Avalonia, finally united with Laurentia by closing the Iapetus Ocean, forming the Laurussia supercontinent (e.g. Trench & Torsvik, 1992; Murphy et al., 2010). At this stage the Caledonian Orogeny was completed. 

			
				
					[image: ]
				

			

			Matterhorn, Switzerland, one of the highest peaks in the Alps, is mainly composed of gneisses.

			Source: Tore Tollefsen.
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			Figure 2-26.

			Orogenic domains in Europe. Lowland plains are left blank. Countries: Alb, Albania; Aus, Austria; Be, Belgium; BH, Bosnia-Herzegovina; Bul, Bulgaria; Co, Corsica; Cr, Croatia; Cz, Czech Republic; Dk, Denmark; Eng, England; Est, Estonia; Geo, Georgia; Hu, Hungary; Ir, Ireland; L, Luxembourg; Lat. Latvia; Lit, Lithuania; Ma, North Macedonia; Mo, Moldova; Ne, Netherlands; Po, Portugal; Rom, Romania; Sar, Sardinia; Sco, Scotland; Ser, Serbia; Sk, Slovak Republic; Sl, Slovenia; Sw, Switzerland. Mountain ranges: Bet, Betic Cordillera; Can, Cantabrians; Ju, Jura; Pyr, Pyrenees; SH, Scottish Highlands. Upland massifs: BF, Black Forest; BM, Bohemian Massif; CM, Cornish Massif; HC, Holy Cross Mountains; IM, Iberian Massif; MC, Massif Central; RM, Rhenish Massif; US, Ukrainian Shield; Vo, Vosges.

			Source: Park, 2014 & 2015.
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			Figure 2-27.

			Paleographic means showing land mass distribution during (a) Ordovician (480 Ma BP), (b) Silurian (420 Ma BP) and (c) Lower Carboniferous (330 Ma BP) periods.

			Source: modified after Nesbor, 2019.

			In the following time, the ascending Caledonian mountains remained an erosional area until the Devonian period. As a result, large amounts of erosional rock debris were transported to the South and sedimented on the shelf of Laurussia. Remains of this period are nowadays given as up to 10 km sedimentary succession, covering the crystalline rocks of the Russian platform in Eastern Europe.

			The Variscan orogeny

			The Variscan orogeny was the most extensive and defining orogeny for Central Europe. It was the result the Gondwana supercontinent in the South (consisting of the present South America, Africa, Antarctica, Australia and India) colliding with the above-mentioned Laurussia supercontinent (consisting of the present Northern Europe, Greenland and Northern America). This orogeny started most likely in Central Spain during the Upper Devonian period (Pastor-Galán et al., 2013) and reached its peak in the Upper Carboniferous period (Figure 2-27c, 330 Ma BP). The collisional processes were characterised by folding and metamorphism, accompanied by multiple magmatic intrusions. At the same time compression and stacking of rock formations led to a significant thickening of the crust of up to 60 km, which is comparable to the thickness of the crust beneath the present Alps. This suggests that the Variscan Mountains may have reached a maximum height of 4 000 – 5 000 m. While the crust thickened, a strong uplift (crust re-equilibration) and erosion took place, whereby the Variscan Mountains were mainly flattened again at the turn of the Carboniferous to the Permian period. The mountain remnant represents today’s bedrock, mainly exposed in the shape of low mountain ranges, which have been lifted again in post-Variscan times. Remains clearly describe large-scale thrust sheets and lateral displacements with transfer distances ranging from less than hundred kilometres to several hundreds of kilometres (Bender & Nesbor, 2017), causing a spatially complex geologic setting. Originally the orogenic belt was 500 – 1 000 km wide and spread over Southern, Western and Middle Europe to the western margin of the Russian Plate. 

			According to the degree of metamorphism in Europe, the Variscides can be subdivided into the internal Variscides, dominated by crystalline rocks, and the external Variscides, dominated by less metamorphic fold–and-thrust belts (McCann et al., 2006). For Central and Western Europe, Kossmat (1927) further subdivided the Variscides into four main zones, according to the degree of metamorphism, the rock age and the tectonic setting. The Moldanubian is the former core area of the Variscides and is nowadays exposed e.g. in the Bohemian Massif, the Black Forest, the Vosges, the Massif Central, the Armorican Massif and the Iberian Central Zone. These areas are mainly characterised by high metamorphic rocks such as gneisses, migmatites, amphibolites and granites. To the north the Saxothuringian is following, built up of carbonates, clastics and vulcanites of young Precambrian to young Paleozoic age as well as Carboniferous granites, which faced low to high metamorphosis and have been folded, foliated and deformed. Nowadays, rocks are exposed at the northern margin of the Bohemian Massif, the Spessart and the Odenwald. Further north follows the Rhenohercynian zone, which is represented by the Rhenish Massif (including the Ardennes), the Harz and parts of south-western England, southern Ireland and southern Portugal (South Portuguese Zone). The Rhenohercynian zone describes the passive continental shelf of south-east Laurussia and related rocks, i.e. coastal, shelf and deep sea sediments (clay, sand, turbidites) of Devonian to Carboniferous age, which got impacted by low-grade metamorphism, folding and foliation (forming argillaceous schists and slate, quartzites etc.). In addition, submarine lava developed. The Subvariscan zone finally describes the northern margin of the central European Variscides, running from western Poland, northern Germany, over southern Netherlands, Belgium and northern France to South Wales and South Ireland. Even if rocks of that period, i.e. sand- and claystones of Upper Carboniferous age, are exposed only in small portions at the northern margin of the Rhenish Massif, they have a great geological importance since they host the major European hard coal regions.

			At the end of the Variscan orogeny, during the late Carboniferous period, the thickened Variscan orogenic crust collapsed. The resulting re-equilibration of the crust, together with alternating transpressional and transtensional tectonic forces, led to the development of around 70 basins in western and central Europe within just 10 million years (300 – 290 Ma BP) (McCann et al., 2006; Henk, 1993). Major structures are the Southern Permian Basin, located within or to the south of the Variscan orogenic belt, and the Northern Permian Basin, located to the north of the Variscan orogenic belt. These major structures host a number of smaller basins, such as the North German Basin (e.g. McCann, 1998; Kockel, 2002), the Polish Basin (e.g. Dadlez, 2006; Nikishin et al., 1996), the Oslo Rift (e.g. Olaussen et al., 1994; Torsvik et al., 1998) and the Saar-Nahe Basin (e.g. Henk, 1993; Schäfer & Korsch, 1998). Along with the basin, thick sequences of fluviatile-lacustrine and Aeolian sediments of Rotliegend age developed, partly accompanied by volcanic rocks (McCann et al., 2006). While the first period of sedimentation took place under arid and desert-like conditions, since Late Permian times both the Southern and Northern Permian Basins as well as the Danish Basin, the Peribaltic Depression, the Hessian Basin and partly the Variscan folding area have been repeatedly flooded by the so-called Zechstein Sea, forming successions of carbonates, sulfates, rock salt and potassium salt with thickness ranging from 1 000 – 2 000 m (Walter, 2007). Later, from the Triassic period onwards, diapirism took place, leading to the salt pillows, domes and walls in the northwest European Depression. Nowadays, Zechstein salt is exposed only in small areas, e.g. at the margins of the Hessian Basin.

			The marine environment has been dominated by the Panthalassa single world ocean as well as the semi-enclosed Tethys Ocean.

			During Late Carboniferous to Triassic/Jurassic times, the Siberian and Kazakhstanian Continents collided with Laurussia, forming today’s eastern geological boundary of Europe, i.e. the Ural Mountains (Ivanov et al., 1977). These united landmasses formed the Pangea supercontinent, which almost stretched from pole to pole, with most of Europe emerging above sea level and located near the equator.

			The Mesozoic era (251 Ma – 65 Ma BP)

			The Mesozoic overburden 

			From the Upper Triassic epoch onwards (ca. 237 Ma BP), the Pangea supercontinent began to break up again because a continental rift system developed that first separated Southern Europe from Africa, and then, from the Middle Jurassic period onwards (ca. 174 Ma BP), North America from South America (Stanley, 2001). The rift system gave way to the Tethys Ocean, which gradually expanded westward and thus traced the rifting process that finally gave origin to the North Atlantic Ocean. Ongoing tectonic processes also caused graben structures and troughs, such as the Viking Graben, the Central Graben, the Horn Graben, the Danish-Polish Trough and the Hessian Depression, which subsequently captured deposits up to 6 000 m thick (Walter, 2007). While the beginning of the Triassic, i.e. the Lower Triassic epoch, was characterised by a continental depositional environment which resulted in the formation of sandstones (Lower and Middle Bunter Sandstone), in the Upper Bunter Sandstone the so-called Rhöt Sea transgression, coming from the Polish Trough, also led to the development of clay and salt deposits. During the Middle Triassic, the marine depositional environment caused the development of limestone, lime marl and marl clay as well as, in the Middle Muschelkalk (Anisium), evaporates and in the Upper Muschelkalk partly continental red sediments. The Upper Triassic (Keuper) is then generally characterised by a falling sea level and resulting regression, with only a few episodic transgressions that found their way from South to Central Europe. Deposits from this time are mainly clastic sediments and subordinate, salt rocks and carbonates. The most prominent Triassic outcrops are located in large areas to the east and the west of the Upper Rhine Graben, central Germany, the Northern and the Southern Alps (Figure 2-30).
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			Figure 2-28.

			Paleogeographic situation about 125 Ma BP.

			Source: modified after Stüwe & Homberger, 2011.

			A eustatic sea level rise, combined with regional subsidence and the opening of the central Atlantic Ocean due to ongoing plate tectonic processes (break-up of Pangea), caused flooding of large parts of Central and Northwestern Europe during the Jurassic period. However, significant portions remained mainland, i.e. the London-Brabant Massif, Rhenish Massif, Bohemian Massif, the Vindelician Barrier and most of Scandinavia. While the mainland got shaped by erosional processes, huge subsidence areas such as the Central Graben, the Sole Pit Basin, the Broad Fourteens Basin, the West and Central Netherlands Basin and the Lower Saxony Basin accommodated these erosion products in addition to the marine deposits (Walter, 2007; Röhl et al., 2001). The largest Jurassic outcrops nowadays occur in the French Jura Mountains, Southeast France, the eastern Paris Basin, southern Germany and southern Poland nowadays (Figure 2-32).

			During Lower Cretaceous times, the marine depositional environment was still widespread on the European continent, but increasingly narrowed to smaller areas due to uplift of geologic features such as the Rhenish Massif. In addition to marine sediments, the accumulation areas gathered clastic sediments, e.g. the Danish Trough. The Upper Cretaceous period then showed another sea-level rise which caused extensive flooding and chalk deposition. From the geodynamic point of view, the Upper Cretaceous period is described by the opening of the North Atlantic Ocean and the Norwegian-Greenlandic Sea as well as the beginning of the Alpine orogeny, starting with the collision of the Middle Pennine Plate with the Adriatic Plate, causing subduction of the Penninic Ocean under the European Plate (Eo-Alpine orogenic episode; Pfiffner, 1992). Cretaceous outcrops can be found all over Europe, e.g. in France (Paris Basin), southeast England, Poland, Lithuania, Ukraine and Belarus (Figure 2-32).

			Tectonic and geologic framework preceding the Alpidic Orogeny

			The Alps consist of four zones in tectonic terms, the Helvetic, Penninic, Austro-Alpine and South Alpine zones (Froitzheim et al., 2008). The development of these structural zones had already started during the Triassic. Accompanied by the development of the Tethys Ocean from 237 Ma BP onwards (see above) a marginal basin formed at the most western part, i.e. the Meliata-Hallstatt Ocean (Schuster & Stüwe, 2010; Schmid et al., 2004). Ongoing spreading was guided by the development of new oceanic crust which caused both a further opening of the sea and cooling of the crust with increasing distance to the heat source and resulting decrease of crust thickness at the same time. This slow thermal subsidence together with the tropical climate gave rise to the development of up to 3 000 metres thick carbonate reefs between 245 Ma – 199 Ma BP which nowadays form the Northern Carbonate Alps and the Dolomites (Handy et al., 2010). 

			The continued opening of the Penninic Ocean and resulting compressional forces initiated a subduction zone in the western part of the Tethys Ocean (the Meliata-Hallstatt Ocean) around 170 Ma BP, where lithosphere that carried the Adriatic Skit was subducted under another lithospheric plate carrying oceanic crust. Partly oceanic crust was overthrusted onto the Adriatic Skit (e.g. Vardaz Zone, Meliata Zone) from 160 Ma BP onwards. The continuation of tectonic movements caused the vertical stacking of rock formations and the development of Jurassic coral reefs which developed on top in this area, while deep sea sediments and submarine debris flows developed as well. At the same time calcareous sediments were deposited to the north of the Penninic Ocean unaffected by tectonic forces (Froitzheim et al., 2008; Schuster & Stüwe, 2010).

			From about 145 Ma BP onwards, the Adriatic Skit was detached from Africa and turned into an independent plate, the Adriatic Plate. Due to the eastwards drift of Africa relative to Europe the Adriatic Plate moved north towards Europe. This event marks the beginning of the convergence between Africa and Europe and thus the development of the Alps we know today. Tectonic movements during Lower Cretaceous times caused the enlargement of the Penninic Ocean to the north (Valais Ocean) which in turn led to the separation of an island, the Iberia-Brianconnais microcontinent (Schmid et al., 2004; Handy et al., 2010). At the same time, a new subduction zone originated within the Adriatic Plate along which material, coming from north, was subducted under the southern part of the Adriatic Plate (Figure 2-28).

			As a result, parts of the crust have been peeled off the lithosphere and accreted to the southern part of the Adriatic Plate developing into nappes. Additional pressure caused internal folding (Schuster & Stüwe, 2010). The oldest remnants of this period are the Austro-Alpine nappes (135 Ma BP, Figure 2-29). The passive continental margin of the subducting Adriatic Plate turned into an active margin about 80 Ma BP. Thereby, it started to shear material from the Penninic Ocean leading to the development of the Penninic nappes stack. Other geologic features were generated in the process, i.e. the Piedmont-Liguria Ocean, the Valais Ocean and the Iberia-Brianconnais Microcontinent (Figure 2-28). The development of nappes was also accompanied by deep subduction (up to 80 km) of lithospheric material which was metamorphosed (as well as folded) corresponding to depth-dependent temperatures and pressures. Later on (from 92 Ma BP onwards) those rocks were uplifted back to the surface, e.g. the Koralpe-Wölz nappe system (Froitzheim et al., 2008; Schuster & Stüwe, 2010).
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			Figure 2-29.

			Geologic cross section through the European Alps, running N-S from approximately the Bodensee (Lake Constance) to Bergamo (see Figure 2-28), showing the nappe pile that originated as a result of the collision between Africa and Europe.

			Source: modified after Stüwe & Homberger, 2011.

			The Cenozoic era (65 Ma BP – present)

			The Alpine region

			When the subduction of the Penninic Ocean was completed at about 50 Ma BP, the southern margin of the European continent became incorporated into the subduction zone. Sheared-off crust (Variscan rocks, Carboniferous granites and Permian sediments) is represented in the Helvetic nappes which are internally folded (Figure 2-30). As before, the subducted parts of the lithosphere underwent metamorphosis, folding and uplift, e.g. the external massifs (von Raumer et al., 2013). Between 40 and 30 Ma BP magmatism occurred (e.g. Rensen-Pluton), mainly along the Periadriatic line, which describes both the initial subduction zone and, beneath the Alps, the contact between the Adriatic and the European Plates (Figure 2-30).

			The direction of overthrusting switched from northward to southward from 35 Ma BP onwards (Handy et al., 2010), resulting in the development of the Southern Alps (Schuster & Stüwe, 2010). Due to increased crustal thickening in association with a slab break-off, dynamic uplift occurred creating a high mountain region (von Blanckenburg & Davies, 1995; Schlunegger & Kissling, 2015). Erosional processes increasingly deformed the landscape. Erosional products accumulated to the North and South, forming the Northern and Southern Molasse Zones. The Eastern Alps were affected by E-W extension between 20 and 10 Ma BP, while plate movements caused their narrowing in the N-S direction at the same time. In combination with this movement, the resulting network of normal faults uncovered older strata which are exposed in tectonic windows (e.g. the Tauern window and the Engadin window, Figure 2-30). Dewatering channels and basins developed along normal faults at the same time (e.g. the Lavanttal Basin or the Vienna Basin), thereby accumulating huge quantities of sediments. Since the ongoing narrowing in the Central and Western Alps could not be sufficiently compensated by lateral extension, rocks continued to pile up and fold (e.g. in the external massifs). Even if strong tectonic activities ceased around 7 Ma BP, vertical movements continued and lifted the Alps locally up to 1 000 metres within the last 5 million years (Schuster & Stüwe, 2010). At about 5.3 Ma BP the Mediterranean Sea almost dried out for about 0.5 M years. However, the high topographical gradient provided significant erosional power to streams flowing towards the Mediterranean Sea, enabling them to carve the canyons that later, during the Pleistocene, became basins which nowadays host the large Italian lakes, such as Garda, Como and Maggiore (Schuster & Stüwe, 2010). The present shape of the Alps is the result of glaciations during the Quaternary which shaped the landscapes resulting from the pre-glacial processes (Litt et al., 2008).

			Even though the Alps are the most prominent representative of the Alpidic orogeny, there are lesser Alpine chains, such as the Betic Cordillera, the Pyrenees, the Apennines, the Dinarides, the Carpathians, and the Caucasus, respectively.
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			Figure 2-30.

			Paleogeographic units in the Alps.

			Source: modified after Kissling & Schlunegger, 2018.

			The region north of the Alpidic system

			The tectonic forces described above also impacted the area north of the Alps, causing the development of huge tectonic faulting systems (e.g. Bresse Graben, Upper Rhine Graben) and the uplift of the nowadays low mountain ranges (e.g. Black Forest, Vosges, Odenwald, Rhenish Massif) (Reicherter et al., 2008; Behrmann et al., 2005; Berger et al., 2005). The ongoing opening of the North Atlantic Ocean caused the development of Iceland, while at the same time Greenland increasingly moved away from Europe. Also, the North Sea Basin developed at that time and acted as an accumulation area from the Paleogene onwards (Rasser et al., 2008). During the Middle Oligocene, the North Sea was connected to the Tethys Ocean through the Hessian Basin and the Upper Rhine Graben. After this transgressional peak, a continuous retreat of the sea led to increasing land areas (Rasser et al., 2008). As a result, the depositional environment during the Tertiary in Europe is generally divided into onshore and offshore conditions. While the North Sea received glauconitic sands and clayey fine sands mainly from the Fennoscandian landmass, in the Hessian Basin and the Upper Rhine Graben carbonates, gypsum and salt deposits were also deposited. Due to subtropical conditions onshore, lateritic weathering covers developed which were redeposited and turned into clays and carbonate-free quartz sands. The majority of these sediments were not lithified (Walter, 2007). 
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			Figure 2-31.

			Maximum ice cover during the Weichselian (~ 20 ka BP). Ad, Adriatic Sea; AS, Aegean Sea; Be, Betic Range; Carp, Carpathians; Cau, Caucasus; Co, Corsica; CP, Crimean Peninsula; Din, Dinarides; MC, Massif Central; Py, Pyrenees; Sa, Sardinia; Si, Sicily. Due to the Mercator projection, the area in the northern part of the map is exaggerated.

			Source: Park, 2014 & 2015.

			Towards the end of the Neogene epoch, during the Pliocene, a significant temperature drop preceded the Quaternary period, around 2.6 Ma BP. Quite a few glaciations occurred and caused ice fields of different size that repeatedly covered large parts of Europe (Eissmann et al., 1995; Litt et al., 2008; Penck, 1879). The largest of these was the Elster Glaciation at about 400 – 320 ka BP, which completely covered northern Europe as well as the Alps and their surroundings. U-valleys developed due to ice flow and related erosional effects in mountainous regions. Other main advances of ice shields were the Saale Glaciation (ca. 300 – 120 ka BP) and the Weichselian Glaciation (115 – 11.6 ka BP, Figure 2-31) (Litt et al., 2008). More moderate climate conditions caused the end of this last glaciation and led to the Holocene development until present. Even if tectonic processes at that time did not much impact the landscape, glaciations did. Large areas of Scandinavia were levelled down to the bedrock, and huge quantities of sediments were deposited south of the ice shields, e.g. in the North German and Polish Basins (Fjeldskaar et al., 2000). The present drainage system developed, along with terraces at the same time which document the intensity of material erosion, transport and deposition, mainly sand and gravel (Litt et al., 2008).

			Glacial loess deposits developed in periglacial areas, e.g. in the northern Upper Rhine Graben, Northern France, South Poland, Ukraine and Hungary (Litt et al., 2008; Frechen et al., 2001 & 2003). Isostatic adjustment since the last glaciation led to an ongoing uplift of Scandinavia and the Baltic region, while the former glacial foreland was affected by moderate subsidence (Riies & Fjeldskaar, 1992; Milne et al., 2001). The depositional history to the present is completed by Holocene sediments which are mainly associated with fluvial dynamics, e.g. high flood loam. Nowadays, Quaternary sediments are exposed all over Europe, especially in the North European lowlands (Figure 2-30).

			Volcanism

			The tectonic processes during the Cenozoic era described above also led to significant magmatism/volcanism. The collision processes in the Mediterranean subduction of crust caused the development of volcanic arcs like the Calabrian Arc (hosting the Vesuvius, the Etna and the Stromboli) and the Hellenic Arc (hosting e.g. the historically active volcanoes Methana, Milos, Nisyros and two in Santorini). In central Europe the stress state due to plate tectonic movements led to the development of intra-plate volcanism (e.g. Kaiserstuhl, Vogelsberg, Rhenish Massif, Massif Central, Bohemian Massif, Eifel) (Reicherter et al., 2008; Rasser et al., 2008; Wilson & Downes, 2007). The most prominent region, however, is the North Atlantic Igneous Province (NAIP). Due to the opening of the North Atlantic Ocean, large amounts of lava spread over an area of 2500 km length and up to 2000 km width from east Greenland to Iceland and further to north Ireland, forming the Faroe-Iceland Ridge, the Rockall Plateau, and the Faroe Islands (Park, 2014 & 2015).
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			Figure 2-32.

			Geological map of Europe, original scale 1:5 000 000.

			Source: modified after Asch, 2005.

		

	
		
			7.3 Discussion and conclusions

			The uptake of natural radionuclides depends on their content in foodstuff, which is influenced by differing background levels, climate as well as agricultural conditions, and metabolic behaviour. 

			Potassium (and with it 40K) is an essential mineral under close homeostatic control in the body. Carbon (and with it 14C) is contained in all types of food. The elements of the uranium and thorium series are present in most types of food of plant or animal origin, although at very low concentrations. Populations living in areas where the soils are rich in uranium/thorium minerals or individuals regularly consuming reindeer meat, brazil nuts, or shellfish can reach annual exposure levels of 1 000 μSv (Diehl, 2003). For example, the uptake of 40K with food leads to an average specific activity of 60 Bq/kg body weight. Radionuclides from the uranium and thorium decay chain, specifically 210Pb and 210Po, contribute to the radiation exposure with an average age-balanced supply of 30 Bq/a and 58 Bq/a, respectively (UNSCEAR, 2000a). The high concentration of 210Po in shellfish can greatly affect the radiation dose in individuals that consume large quantities of shellfish. The total annual effective dose for adults due to inhalation and ingestion of terrestrial radionuclides is estimated to be 0.29 mSv, of which 0.17 mSv is due to 40K and 0.12 mSv to the long-lived radionuclides in the uranium and thorium series. In some cases, there may be large uncertainties in these values.

			All in all, the average radiation dose from natural sources is composed of external exposure, for example cosmic rays as well as terrestrial gamma rays, and internal exposure, namely inhalation (mainly radon) and ingestion. The worldwide average annual effective dose from these natural sources is altogether about 2.4 mSv, to which ingestion contributes only 0.3 mSv (UNSCEAR, 2000c). 

			Nevertheless, it is important to control food continuously for levels of radioactivity and inform consumers about potential risks. 

			The consumption of food and water by individuals varies widely around the world, depending on climate, food availability and cultural, dietary preferences.

			 Locally produced or gathered food is now usually greatly supplemented by food imported from other regions or countries.

			 Moreover, it is difficult to obtain accurate estimates for food consumption: there are considerable individual variations, and many types of food are of a seasonal nature.

			Average rates in countries may be indicated by food balance analysis, taking into account local production, imports, and exports. These rates will be overestimated, however, if losses from wastage or preparation are not taken into account (UNSCEAR, 2000).

			The activity concentration of natural radionuclides in diet has not yet been systematically studied in all European countries. To provide a more complete overview of radiological implications for EU countries caused by the ingestion of food, it would be useful to make a systematic effort to sample and compile such data in a common database. 

            
			A simple example from Ireland 

			The Radiological Protection Institute of Ireland (now part of the Environmental Protection Agency) gave a simple example of dose assessment from ingestion of natural radionuclides (see ‘Radiation Doses Received by the Irish Population’ by O’Connor et al., 2014). This estimation was based on a sample of mixed diet and average concentrations, as quoted in Table 7-5 below. The Irish Universities Nutrition Alliance Survey indicates that an adult consumes an average of 440 kg of food per year (O’Connor et al., 2014).
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			1	Average concentrations of natural radionuclides reported in Bq/kg of fresh weight.

			2	Dose conversion factors ICRP Publication 119 ‘Compendium of Dose Coefficients based on ICRP Publication 60’ for the public (adults) (ICRP, 2012).

			3	This value includes the average annual dose from ingestion of artificial 14C equal to 2μSv.

			Table 7-5.

			Irish data used to estimate dose by 14C, 210Po and 210Pb from foodstuff for the public (adults).
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			Mother sheep with lamb in Knocknarea, Ireland.

			Source: Heather Mount on Unsplash.
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			Greenhouse-grown leafy vegetables.

			Source: Daniel Fazio on Unsplash.
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			Free-range pig farming in Herdern, Switzerland.

			Source: Pascal Debrunner on Unsplash.
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			Cereal crop harvesting in Biatorbágy, Hungary.

			Source: Bence Balla-Schottner on Unsplash.
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			Tomato crops in Hüttendorf, Erlangen, Germany.

			Source: Markus Spiske on Unsplash.

		

	
		
			2.2 Sources of radiation 

			2.2.1 Natural sources of radiation

			Living organisms are exposed to radiation from several natural sources, and, to a large extent, this exposure is unavoidable. Some natural radiation sources are affected by human activity, in which case it is possible to control the amount of radioactivity released. Remedial measures during construction of new buildings or remedial measures taken to reduce the exposure to the population are examples of possible control of natural radiation sources. 

			Natural radioactivity comes from extraterrestrial sources, as well as from radioactive elements in the Earth’s crust. 

			About 340 nuclides have been found in nature, of which about 70 are radioactive. All elements with atomic number above 80 have radioactive isotopes (Eisenbud, 1997). 

			First, there is radiation that comes from space, called cosmic or cosmogenic. This type of radiation gives rise to the external radiation dose and depends on altitude and location. Second, there is radiation caused by natural radionuclides, mainly in the Earth’s crust.

			Cosmogenic radiation

			Cosmogenic radiation is one of the major components of natural radiation. It affects crew on aircraft and spacecraft as the dose received depends on altitude. In general, the dose rate from cosmic radiation doubles for each 2 000 m of altitude (Eisenbud, 1997). Only three components of cosmic radiation are important from the point of view of possible human radiation exposure: galactic cosmic rays representing the high-energy radiation coming from outside the solar system; solar cosmic rays are primarily ejected from solar flares; and coronal mass ejections and radiation from the Van Allen radiation belt (Klener et al., 2000). Galactic cosmic rays originate from distant galaxies outside the solar system. It is primarily composed of protons (84 %), helium nuclei (12 %), heavy nuclei of almost all the existing elements (1 %) and electrons (3 %). The radiation field of galactic cosmic radiation in the interstellar space changes little in the time horizon of millions of years. The solar wind and its associated magnetic field affect the cosmic radiation in the vicinity of the Earth and obstruct their entry into the atmosphere; in other words, an increase in solar cosmic rays results in a decrease in galactic cosmic rays. In contrast, the extent of solar cosmic radiation and its time variations are unpredictable and quick. Solar cosmic radiation consists mainly of protons (99 %). The last component of cosmic radiation, the Van Allen radiation belt, is a zone of protons and electrons captured by and held around the Earth by its magnetic field. The Earth has two such belts: an outer radiation belt at an altitude of roughly 20 000 km; and an inner belt at an altitude of 3 000 km. The radiation effect of this belt on the Earth is negligible. 

			Natural radionuclides

			Natural radionuclides can be divided into three groups, based on where the radionuclides come from: cosmogenic, primordial and secondary. 

			Cosmogenic radionuclides are continuously created when cosmic rays interact with stable elements; this mainly occurs in the atmosphere. The most important isotopes are 3H, 14C and 7Be. For human radiation exposure, the most important is 14C, which is produced in the upper atmosphere through reaction with 14N (Klener et al., 2000). Another important cosmogenic radionuclide is tritium (3H), which is formed when cosmic rays react with nitrogen and oxygen in the upper atmosphere. The major part of tritium is incorporated into water molecules. 

			Primordial nuclides have existed since before the solar system was formed. They are classified as non-series and series depending on the decay pathway. Thanks to their very long half-life (more than 108 years), they are still present in significant quantities on the Earth. The primordial radionuclides that now exist are those that have half-lives at least comparable to the age of the universe. Radioisotopes with half-lives of less than about 108 years have become undetectable after about 30 half-lives since their creation. On the other hand, radionuclides with half-lives greater than 1010 years have decayed very little up to the present time (Eisenbud, 1997). Non series primordial radionuclides lighter than lead are listed in Table 2-3. U238, 235U and 232Th are the parent radionuclides for the three naturally occurring decay series called the uranium (Figure 2-5), actinium (Figure 2-6) and thorium series (Figure 2-7). The uranium, thorium and potassium isotopes are described in more detail in the following text. A fourth chain of radioactive elements, the neptunium series, existed only for a short time. This series originated with 241Pu, an isotope with a very short half-life of 14 years. The only isotope from the neptunium series still existing today is the almost stable 209Bi with a half-life of 2 × 1018 years.

			Secondary nuclides formed by radioactive decay of primordial nuclides are the last group of natural radionuclides. Since primordial and secondary nuclides originate directly from the Earth, they are called terrestrial.
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			Table 2-3.

			Non series Primordial Radionuclides lighter than lead.

			Source: Eisenbud, 1997.

            
			Units for U, Th and K

			In Geoscience, contents of the naturally radioactive elements K, U, and Th in rocks are reported in conventional units of % K, mg/kg U and mg/kg Th (Adams and Gasparini, 1970; IAEA, 1976; ICRU, 1994; IAEA, 2003; IAEA, 2010), where K means the total natural potassium, in which the radioactive isotope 40K occurs as 0.0118 percent of K. Since U and Th are indirectly estimated using field gamma-ray spectrometry, through gamma rays of their decay products, an abbreviation for the equivalent ‘e’ is added, and data and maps based on field gamma-ray spectrometry are reported in mg/kg eU and mg/kg eTh. In the SI system, mass concentration of principal naturally radioactive elements in rocks K, U, and Th are reported in mass of the radioelement per kilogramme. The relationship between conventional geological units and the SI units used in this Atlas are: 1 % K = 10 g/kg K, 1 ppm U = 1 mg/kg U, 1 ppm Th = 1 mg/kg Th, respectively.
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			Traces of former sulphur mining, Milos Island, Greece.

			Source: Peter Bossew.

			Uranium

			(For more details see Section 3.1.)

			Uranium is a heavy actinide series element (atomic number 92) with two main, natural, primordial long-lived radionuclides, including the more abundant 238U (half-life of 4.5 × 109 years, 99.274 % of U total mass) and the less abundant 235U (half-life of 7.0 × 108 years, 0.72 % of U total mass). Both decay separately through long and complex radioactive decay series ending with stable lead 206Pb and 207Pb respectively (Figures 2-5 and 2-6 respectively). Another natural uranium isotope 234U (half-life of 2.4 × 105 years, 0.0056 % of total natural uranium) is the third decay product in the 238U radioactive decay series. This uranium isotope is generally considered to be in equilibrium (to slightly deficient) with its progenitor 238U. Differentially, the 238U/235U ratio has increased over time due to faster radioactive decay of 235U (Wedepohl, 1978a).

			In nature, uranium is found with four possible valences, +3, +4, +5, +6, the most important being +4 and +6. The first is typical of its reduced form and is common in known ore deposits as the stable uraninite (UO2) oxide, and in anoxic water. The second is typical of its oxidised form and is found in highly mobile ions and complexes (e.g. uranyl ion, UO22+, and uranyl hydroxyl complex, UO2OH+) and some U-bearing minerals (De Vivo et al., 1984; Hinck et al., 2010). The chemical speciation of U depends strictly on the redox potential (Eh) of the environment. 

			In the Goldschmidt classification scheme (see the explanation below), uranium, together with other elements such as sodium (Na), potassium (K), calcium (Ca) and aluminium (Al), is geochemically defined as a lithophile element, i.e. with an affinity for silicates (Goldschmidt, 1937). The lithophile elements are typically partitioned into silicate minerals or oxides, depending on their affinity with oxygen, rather than sulphides or metal alloys.
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			Figure 2-5.

			Natural 238U radioactive series.

			Source: UNSCEAR, 2000, Vol.1 ANNEX B Table 3.

            
			Goldschmidt classification

			The geochemical classification of the elements, also called the Goldschmidt classification (after the work undertaken in the 1920s by the chemist Victor Goldschmidt), provides an understanding of the origin of the various proportions of chemical elements in the Earth’s minerals and rocks, and more generally in the rocks of planets and meteorites.

			It comes from the analysis of the various mineralogical phases in the crystallisation of a magma. It has been found that elements have a tendency to collect together in the various phases.

			Goldschmidt introduced four classes of element:

			
					lithophiles, which have a dominant affinity for oxygen and consequently occur with aluminates and silicates;

					chalcophiles, which have a dominant affinity for sulphur (literally: ‘having an affinity for copper’ due to an error by Victor Goldschmidt on originally giving the name which he thought meant ‘having an affinity for sulphur’);

					siderophiles, which have a dominant affinity for iron. This explains why metals such as gold and platinum are rare in the Earth’s crust, having migrated with iron during the formation of the Earth’s core;

					atmophiles, which have a dominant affinity for fluid phases. Thus hydrogen is an atmophile because it essentially occurs on Earth in sea water. The same is true for nitrogen and the inert gases.

			

			Source: http://www.futura-sciences.us
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			Meta-autunite, a hydrated uranium phosphate. Origin: Heilmann Quarry, Kirchberg, Zwickau, Saxony, Germany. 

			Dimensions 22 × 17 × 13 mm.

			Source: Sample and photograph courtesy of Orlando Sébastien Olivieri.

			While the first isotopes of the U series are isotopes from the actinide series (U, Th, Pa and Ac), a change of the geochemical behaviour causes 226Ra to be an alkali metal. The parent isotope of 222Rn (226Ra) displays a geochemical behaviour markedly different from that of U, by being less mobile in oxidising conditions, which can lead to U removal, whereas Ra remains in situ upon surface weathering (IAEA, 2014). Further contrasts in geochemical behaviour between U-series isotopes are observed when 226Ra decays to 222Rn, an atmophile element according to Goldschmidt’s classification (i.e. an element that occurs as a liquid or gas at surface pressure and temperature ranges), and ultimately through the decay of 222Rn to 210Po and 210Pb, which are classified as chalcophile elements, i.e. elements with an affinity for sulphur (IAEA, 1990). One of the most important forms of disruption of the U decay series corresponds to migration by diffusion or advection of 222Rn as a noble gas (IAEA, 1990). U-series disequilibria can also be favoured by the alpha-recoil mechanism, which can enable the release of 230Th, 226Ra and 222Rn from mineral grains. See Section 2.2.2 and Chapter 5 for more details about radon.

			Due to its high ionic charge-to-radius ratio, U is a highly incompatible element, being classified as a High Field Strength Element (HFSE). (In petrology and geochemistry, an incompatible element is one that is unsuitable in size and/or charge to the cation sites of the minerals of which it is included (Wikipedia)). As an incompatible element, U partitions preferentially to the melted portion in a magmatic system, which increases its content during fractional crystallisation. Therefore, U tends to be incorporated in late-magmatic accessory minerals, such as monazite and zircon. These minerals, as well as xenotime and thorite, contain up to tens of mg/kg of U.

			Most of the U present in crustal rocks is, however, found forming loose bonds with inter-crystal boundaries, adsorbed on mineral surfaces or dissolved in fluid inclusions and intergranular fluids, usually being labelled as labile U, and can readily be solubilised entering the hydrological cycle (De Vivo et al., 1984; Suksi, 2001). The contents and distribution of labile U are contingent upon alteration processes which may also cause radioactive disequilibria in the U series through selective leaching, diffusion, sorption and/or precipitation of U-series isotopes (Osmond & Ivanovich, 1992; Suksi, 2001). The susceptibility of U to leaching depends on the distribution and binding forms of U in the rock matrix, particularly on the oxidation state of U (Suksi, 2001). U is less susceptible to weathering when found in U-bearing weathering-resistant minerals, e.g. monazite and zircon, or adsorbed in Fe-oxyhydroxides, clay minerals and/or organic matter (Chabaux et al., 2003). 

			The incompatibility of uranium implies that highly differentiated felsic rocks (igneous rocks that are rich in feldspar and silicon) tend to have higher contents of U: granitic rocks contain an average of 2 – 5 mg/kg of U, depending on the magma source and the differentiation path. Metamorphic and sedimentary rocks deriving from felsic materials will inherit the U concentration of their parent rocks, as the most abundant U-bearing minerals are typically resistant to weathering processes. A significant enrichment of U in sedimentary rocks can be achieved by density-driven accumulation of these minerals, typical of placer deposits, as well as by absorption and/or adsorption of U in organic matter (Cumberland et al., 2016). 

			For these reasons, the upper crust is highly enriched in uranium, with a concentration value of 2.7 ±0.6 mg/kg (Rudnick & Gao, 2003), that is 10 times the value estimated for the lower crust, 0.2 mg/kg (Rudnick & Fountain, 1995), and 100 times the estimate for the primitive mantle, 0.02 mg/kg (Hofmann, 1988). 

			Extreme uranium concentrations have been found in phosphate rocks and bituminous shales (120 mg/kg, respectively 50 – 80 mg/kg) (Eisenbud, 1997). The decay products of uranium, 226Ra and 222Rn released from rocks and soils, are the source of the major fraction of dose originating from the natural internal emitters.
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			Figure 2-6.

			Natural 235U radioactive series.

			Source: UNSCEAR, 2000, Vol.1 ANNEX B Table 3. 
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			Columnar lava (locally known as ‘the church organ’), Aeolian islet near Stromboli, Italy.

			Source: Tore Tollefsen.

			Thorium

			(For more details see Section 3.2.)

			Thorium is an actinide series element with an atomic number of 90 and an atomic mass of 232. Thorium is radioactive with one main natural isotope, the primordial long-lived radionuclide 232Th, which has the longest half-life (1.41 × 1010 years) of all known Th radioactive isotopes and comprises 99.98 % of Th total mass. Thorium decays through a long radioactive decay series (Figure 2-7), ending with the stable lead isotope 208Pb. 

			The Thorium series includes actinium, radium, radon, polonium, bismuth, thallium and lead (Figure 2-7). Thorium is relatively insoluble, and is therefore present in biological materials only in small amounts. The principal source of human exposure is through inhalation of soil particles with suspended thorium (Eisenbud, 1997).
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			Figure 2-7.

			Natural 232Th radioactive series.

			Source: UNSCEAR, 2000, Vol.1 ANNEX B Table 3.

			Similarly to U, thorium is geochemically defined as a lithophile element (Goldschmidt, 1937). Thorium has only one important valence (+4) which, together with its ionisation energy and redox potential, implies that its geochemical behaviour is comparable to those of zirconium, cerium and hafnium, besides uranium (Martin et al., 1974).

			Thorium is almost immobile in all near-surface conditions, except for very acidic environments, and its main host minerals are generally resistant to weathering. Additionally, Th is efficiently adsorbed by Fe-hydroxides, clay particles and organic matter (Chabaux et al., 2003). Thus, the solubilisation of Th present in bedrock or soil is unlikely, unless it enters surface waters as ThO2 in suspended particles or colloidal state. Alkaline waters and the presence of humic matter in the fluid can, however, increase Th solubility and mobility (Hinck et al., 2010).

			Thorium is a trace element in the Earth’s crust (5.6 mg/kg; Rudnick & Gao, 2003), with a relative enrichment in the upper crust (10.5 mg/kg; Rudnick & Gao, 2003) due to its strong lithophile metallic character. Concentrations in common rock types range from 1.6 to 20 mg/kg. Monazite sands are one of the main sources of thorium, containing about 6 % thorium. Consequently, monazite sand deposits are one of the areas with unusually high natural radioactivity (Aliyu, 2015). At present, thorium has a major use in nuclear power as a potential source of fissile material.

			Amongst the daughter products of 232Th, the major radiological hazards come from the radium, radon and polonium isotopes:

			Radium (Ra) is a highly reactive alkaline Earth metal. 228Ra has a half-life of 5.7 years;

			Radon (Rn) is a colourless and odourless noble gas. The 220Rn isotope, called thoron, derives from the 232Th series and has a half-life of 55 seconds. It decays to a polonium isotope by emitting an alpha particle;

			Polonium (Po) is a rare metal, or metalloid, of the 16th group, with a geochemical behaviour very similar to that of selenium and tellurium. The 216Po isotope derives from the 232Th series and has a half-life of 0.14 seconds. It decays to a lead isotope by emitting an alpha particle.
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			This yellow monazite crystal from Wannigletscher (Switzerland) is 2 mm across. Monazite is the main Th repository in the Earth’s crust.

			Source: Sample courtesy of Pietro Grandi (Bologna); photograph by Orlando S. Olivieri.

			Potassium

			(For more details see Section 3.3.)

			The last primordial isotope discussed in detail is potassium. 

			Potassium (K) is an alkali metal (with one main oxidation state: +1) with 39 as atomic mass and three natural isotopes, including two stable ones, 39K (93.3 % of K total mass), 41K (6.73 % of K total mass), and the long-lived (half-life of 1.248 × 109 a), radioactive 40K (0.0117 %), which decays either to 40Ca (89.3 %) by emitting a beta particle, or, to gas 40Ar (10.7 %) by emitting a gamma ray of energy 1.46 MeV after electron capture.

			Potassium is geochemically defined as a lithophile element (Goldschmidt, 1937). Furthermore, K is an incompatible element classified in the Large Ion Lithophile Elements (LILE) group, because of its low ionic charge-to-radius ratio. Like the other alkali metals, potassium has only one possible valence (+1). As for U and Th, due to its incompatibility, K enrichment increases with the progress of magmatic differentiation.  

			Potassium is found in several rock-forming minerals such as K-feldspar, micas (e.g. biotite and muscovite) and clay minerals (e.g. illite). The K concentration in rocks is usually expressed as an oxide percentage (K2O). K2O content in granitic rocks is 5 wt% on average, but may vary widely, while basaltic rocks have contents averaging 1-2 wt% of K2O depending on their magmatic source (Rudnick & Gao, 2003). K content of 0.04 wt% is found in sea water; the increase of these contents due to evaporation may lead to precipitation of potassium salts such as sylvite (KCl) and carnallite (KCl.MgCl2·6(H2O)), which form the main K ore deposits.

			Geological weathering of felsic rocks removes K from feldspars (KAlSi3O8) and micas (X2Y4–6Z8O20 (OH, F)4), in which X is K, Na, or Ca or less commonly Ba, Rb, or Cs; Y is Al, Mg, or Fe or less commonly Mn, Cr, Ti, Li, etc.; Z is chiefly Si or Al, but may also include Fe3+ or Ti allowing its transfer to the fluid phase. K is easily adsorbed by clay minerals and organic matter and enters the soil, which contains an average of 2 wt% of K2O. 

			Potassium is the seventh-most abundant element in the Earth’s crust and the sixth in the upper crust (K2O is about 2.8 %, Rudnick & Gao, 2003) and shows a lithophile / biophile character. 

			40K is expected to follow the chemical behaviour of the two natural stable isotopes, so that their abundance proportions are expected to be preserved over different environments.

			The potassium content, distributed uniformly in the human body, is about 0.18 %. The radioactive isotope 40K is 0.0117 % of total potassium, while the rest is stable 39K and 41K. The average 40K content in a human body weighing 70 kg is 4 400 Bq, meaning that it undergoes 4 400 radioactive decays within the body per second. Out of 4 400 radioactive decays/per second, 470 are gamma rays, part of which come out of the body due to their higher penetrating power, and 3 930 are beta radiations most of which are absorbed in the tissues. Potassium in the human body is homeostatic, a property of the system to regulate potassium content to equilibrium or constant value. However, its content depends on body height and weight, and a large number of studies have already been conducted to establish a kind of correlation between the body size and food habits (Rao, 2012).

			Gamma-ray spectroscopy (see Section 2.5) is used to detect minute amounts of radioactive 40K present in the human body; see an example in the figure below.

			Argon (Ar), whose concentration is relatively high in the atmosphere (0.934 %, third after nitrogen and oxygen) stems from 40K decay in the Earth.
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			Measurement geometry - example with a Livermore phantom.

			Source: JRC Ispra Whole Body Counter Laboratory.
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			The hexagonal basal section of this white mica from Premia (Antigorio Valley, North Piedmont, Italy) is about 8 mm across. White mica is one the main rock-forming minerals with a high K content.

			Source: Sample courtesy of Pietro Grandi (Bologna); photograph by Orlando S. Olivieri.

			Radionuclides in water

			Natural radioactivity in continental waters generally results from weathering of rocks and dissolution of the primordial radionuclides that they contain (mainly 40K, 238U, 232Th, 226Ra and 222Rn). Therefore, their concentration essentially depends on the nature of the substratum and on the water aggressivity (pH, reduction potential (Eh) and complexing agent content). In most continental waters, the uranium concentration ranges from less than 0.1 to 10 µg/l (approximately from < 2.5 to 250 mBq/l). However, in some regions of the world, where natural radioactive minerals are particularly abundant, U concentration can reach much higher values, up to several mg/l. Although 234U and 238U should be in secular equilibrium, the energetic recoil associated with the disintegration of 238U, different chemical properties of intermediate products (234Th and 234Pa) in the decay chain and differences in oxidation states between 234U and 238U often lead to a relative enrichment of 234U in water. 

			226Ra and 228Ra are the most important radium isotopes found in water. Produced by the decay of 238U and 232Th respectively, their concentration depends on the content of their respective parent in the substratum. Since thorium is about three times more abundant than uranium in the lithosphere and a has a decay constant roughly three times higher, the global inventories of 226Ra and 228Ra should be roughly equal; however, locally specific geological structures of terrains lead to a great variability in the ratio between these two isotopes. In general, the Ra concentration in surface waters is low (0.4 - 40 mBq/l), and less than in most ground waters. Some mineral and thermal waters exhibit 226Ra concentration values up to several Bq/l. 226Ra, the daughter of 230Th, is generally found in excess of its parent in most natural waters due to the greater solubility of Ra over Th. In freshwater, the highest concentrations of radium are found in limestone regions where it is more soluble in [image: ] waters. 

			228Ra is also found in excess of its parent 232Th in natural waters. Products of radioactive decay in the U and Th series include radon (Rn) gas of which three isotopes exist. 222Rn is the longest-lived and most abundant one. Loss of radon will cause disequilibrium between members of a decay chain.

			Radon is a gaseous decay product of radium that can be found in rather high concentrations in well water (up to several hundred Bq/l) and in thermal springs (up to several kBq/l), but in negligible concentrations in surface water.

			210Po is largely insoluble. In the hydrological cycle, 210Po generally follows its precursor 210Pb. 210Po is generally more readily adsorbed onto particulate matter than 210Pb. 

			231Pa is relatively insoluble when compared to uranium and radium.

			2.2.2 Radon

			Radon is a colourless, odourless, and radioactive noble gas, and is found in nature in three isotopes: 222Rn, 220Rn and 219Rn (Nazaroff et al., 1998). 

			When 226Ra, a descendent of the 238U series, decays by alpha emission, it transmutes to its decay product 222Rn, hereafter called radon, with a half-life of 3.8 days. 

			Similarly, 224Ra, which is a descendant of the 232Th chain, decays by alpha emission to 220Rn, which is historically known as thoron and has a half-life of about 55.6 seconds. 

			219Rn, historically called actinon, is a member of the 235U chain and decays most rapidly, having a half-life of about 3.92 seconds.

			Radon gas has a density of 9.73 g/l at 0 °C and 1 atm, which is 7.5 times higher than that of air. It is very soluble in water, with its solubility decreasing with increasing temperature (510 cm3/kg at 0 °C, 230 cm3/kg at 20 °C and 169 cm3/kg at 30 °C), but also very easily removable from it. Together with He, Ne, Ar, Kr and Xe, radon belongs to the family of noble gases, also known as inert gases. These are characterised by an absence of natural chemical compounds since they are essentially not chemically active.

			Inhalation of radon gas is the second leading cause of lung cancer after cigarette smoking, and it is classified as a carcinogen agent by the World Health Organization (WHO, 2009), with the risk of lung cancer increasing 16 % per 100 Bq/m3 (Darby et al., 2005; WHO, 2009). The main risk of radon is not the gas itself, but its short-lived decay products, which are also alpha emitters. They attach to aerosol particles, thus increasing the chance of inhalation, and are easily trapped by lung tissues. There is a great concern to assess radon gas exposure in living and working environments and to reduce it to the lowest possible levels. In order to establish a level for indoor radon concentration, the European Union has considered 300 Bq/m3 as a reference level for all buildings (European Union, 2013).

			A number of publications deal with the epidemiology of radon gas (e.g. Darby et al., 2005; Barros-Dios et al., 2002). Darby et al. (2005) carried out a collaborative analysis of individual data from 13 European countries where they showed that the estimated excess relative risk per 100 Bq/m3 increased to 0.16 (95 % confidence interval; see Figure 2-8).

			Other important conclusions are the absence of a threshold and that the dose–response relation is linear even for those analyses for homes with measured indoor concentration below 200 Bq/m3. The relation between smoking, radon and lung cancer has also been studied. For life-long non-smokers, the absolute risk of developing lung cancer by the age of 75 years at radon concentrations of 0, 100 and 400 Bq/m3 is about 0.4 %, 0.5 % and 0.7 %, respectively. For smokers, the absolute risk of developing lung cancer by that age is about 25 times greater: 10 %, 12 % and 16 %, respectively. In the work carried out in Spain about radon and lung cancer (Barros-Dios et al., 2002), it was shown that radon is a risk factor for the general public even at concentrations below 37 Bq/m3. In the same way as the European study in 13 countries (Darby et al., 2005), the Spanish work showed that even at concentrations below 200 Bq/m3, radon may lead to a twofold or greater increase in lung cancer risk.
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			Figure 2-8.

			Relative risk of lung cancer according to measured residential radon concentration and usual residential radon concentration, with best fitting straight lines (risks are relative to that at 0 Bq/m3). Usual radon takes into account random uncertainties in estimates of radon concentration over a period of 5 - 34 years.

			Source: Darby et al., 2005.

			Radon migration process

			Radon gas is continuously produced in rock and soil mineral grains containing uranium and/or radium. Each radium atom decays by ejecting an alpha particle composed of two neutrons and two protons from its nucleus. As the alpha particle is ejected, the newly-formed radon atom recoils in the opposite direction. Alpha recoil is the most important factor that affects the release of radon from mineral grains (USGS, 1992) (Figure 2-9).

			As shown in Figure 2-10, releases of radon from soils, rocks or building materials to the atmosphere take place through the following series of processes (Moed et. al., 1988):

			
					Emanation - radon atoms formed from the decay of radium escape from the grains into the interstitial space between the grains.

					Transport - diffusion and advective flow cause the movement of the emanated radon atoms through the residue or soil profile to the ground surface.

					Exhalation - radon atoms that have been transported to the ground surface and then exhaled to the atmosphere.

			

			
				
					[image: ]
				

			

			Figure 2-9.

			A radium atom decays to radon by releasing an alpha particle from its nucleus.

			Source: modified from USGS, 1992.
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			Figure 2-10.

			Processes leading to radon release into the atmosphere.

			Source: Ishimori et. al. (2013).
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			Figure 2-11.

			Schematic diagram of radon emanation.

			Source: Sakoda et. al. (2011).

			Depending on the location of the radium atom in the mineral grain, the newly-formed radon atom enters the pore space between mineral grains (Figure 2-11). Radon atoms located within solid grains are unlikely to become available for release into the atmosphere, owing to their very low diffusion coefficient in solids. However, if they are located in the interstitial space between grains, they may escape the mineral to the pore space, from where they may travel through gaps, cracks and fractures up to the surface.

			Most of the radon produced within a mineral grain remains embedded in the grain, while only 10 to 50 percent escapes to enter the pore space. The fraction of radon atoms that escapes from a medium into the interstitial space is known as the ‘emanating power’ or ‘emanation coefficient’; being the fraction of emanating radon atoms to total radon atoms; this quantity is dimensionless. 

			For soils, Tanner (1964 and 1980) describes that upon creation of a radon atom one of the following three things are likely to occur, as shown in Figure 2-11:

			
					Because of the energy of the recoil, the atom will travel a short distance inside the grain. If it does not encounter a surface, it remains within the grain (C).

					If the radon atom escapes from the grain, it might have enough energy to penetrate another grain and be trapped in it (G & D). If the ejected atom has low energy and encounters water between the grains, it might remain trapped or dissolved in the water (B).

					It is released into the pore space where diffusion and transport mechanisms migrate the radon (A & E).

			

			The distance that recoil radon can travel in a grain relies on the density and composition of the material (Sakoda et al., 2011). The recoil range of a radon atom after disintegration of radium is given as 30 - 50 nm for solids, 95 nm in water and 64 000 nm in air (Tanner, 1980; Greeman & Rose, 1995).

			The emanation coefficient is affected by many factors related to the solid grain properties and the pore space properties such as radium distribution inside solid grains, solid grain size, moisture content and soil temperature.
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			The relationship between radon emanation and the distribution of radium in soil grains has been investigated in several studies (Greeman & Rose 1995; Semkow, 1990; Schumann & Gundersen, 1996; Morawska & Jefferies, 1994; Morawska & Phillips, 1992; Nazaroff & Nero, 1988; Sakoda et al., 2010 and 2011). Radium distribution is concentrated over the surface layer of the grain (Nazaroff, 1988; Morawska & Phillips, 1993). It has been observed that radium concentration increases as the grain size decreases, and consequently the emanation coefficient increases as the radium content is more concentrated at the surface layers of the grains (Hassan et al., 2009). On the other hand, the emanation coefficient decreases as the solid grain size increases (De Martino et al., 1998; Markannen & Arvela, 1992; Hosoda et al., 2008). This is because the ratio of the grain surface area to its volume decreases. Therefore, the directed recoil radon atoms will decrease. Also the defused radon atom through the solid matrix will be decreased. For example, when the radius of the grains increases from 0.5, 1, to 8 μm, the emanation coefficient decreases from 40, 20, to 2 %, respectively (Morawska & Phillips, 1993). 

			Moisture content is well known to have a strong effect on the emanation coefficient (Markannen & Arvela, 1992; Breitner et al., 2010; Strong & Levins, 1982; Bossew, 2003). The stopping power of water is much greater than that of air which reduces loss of emanation of recoil radon atoms that results in penetrating a pore and embedding into another grain (Nazaroff et al., 1988; Nazaroff, 1992). Following emanation, for radon to reach the atmosphere, it must be transported through the pores of material so that a fraction of it reaches the surface before it decays. Radon movement in soil takes place with diffusion and convective (advective) flow. Radon emanation from soil is proportional to temperature (Stranden et al., 1984; Markkanen & Arvela, 1992; Iskandar et al., 2004; Goh et al., 1991). This may be due to a reduction in physical adsorption of radon onto grains that occurs during the diffusion through the porous material, as well as an increase of the transport coefficient with temperature. (Stranden et al., 1984).

			Diffusion is always present, but is normally not a very efficient mechanism. Diffusion is migration from high concentration pores towards low-concentration pores governed by Fick’s law. 

			Convective flow, induced by pressure differences, can be characterised by Darcy’s law which relates the flow rate per unit cross-sectional area to the pressure gradient. Convective flow may be much more efficient, but not only in high-permeability materials. Note that in case of fractures, high-permeability pathways may exist in low-permeability materials (macroscopic or microscopic).

			The release from the surface into the atmosphere is referred to as radon exhalation, and is characterised by the exhalation flux density Bq/(m2s) (Ishimori et al., 2013). The amount of activity released per surface and time unit is called the exhalation rate (Porstendörfer, 1994). The radon exhalation rate is influenced by the geology of the study area, porosity and texture of the soil, humidity, temperature of the soil and physical properties of building materials (intrinsic factors). The atmospheric temperature, atmospheric humidity, rainfall and pressure (extrinsic factors) will also affect the radon exhalation rate.

			Radon levels can be very different according to the environmental compartment, namely outdoor, indoor, soil and ground water.

			Radon released from rock and soil is quickly diluted in the atmosphere. Concentrations in the open air are normally very low and probably do not represent a hazard. 

			Radon concentration in outdoor air is generally low (2 – 20 Bq/m3), but may be as high as 100 Bq/m3 in some valleys when measured in the early morning. In indoor air, however, radon concentrations have been found to range from below 20 Bq/m3 to a maximum of 110 000 Bq/m3, but with a population-weighted world average of 40 Bq/m3. Averages per country range from 9 in Egypt, 20 in the UK, 22 in New Zealand, 44 in China, 46 in the United States, 108 in Sweden, 120 in Finland to 140 Bq/m3 in the Czech Republic (UNSCEAR, 2008; HPA, 2009). In the UK, radon concentrations in indoor air in dwellings range from less than 10 Bq/m3 to over 17 000 Bq/m3 (Rees et al., 2011), whereas those for outdoor air are generally low, on average 4 Bq/m3. Radon concentrations in soil air range from less than 1 to more than 10 000 kBq/m3; most soils in the United States contain between 5 and 55 kBq/m3 radon in soil air. The amount of radon dissolved in ground water ranges from about 3 to nearly 80 000 kBq/m3. 

			Radon concentration in ground water is generally much higher than in surface stream waters. This is because all ground water flows through rocks, in which uranium and radium are always present in different concentrations. At the surface, on the contrary, water tends to release radon, namely from natural aeration. 

			Since building materials derive from natural resources, namely rocks, they emit radon, both 222Rn and 220Rn isotopes, as well as gamma radiation. 

			Figure 2-12 shows how radon can enter a typical house: through cracks in solid floors, construction joints, cracks in walls, gaps in suspended floors, gaps around service pipes, cavities inside walls, the water supply.

			There are three main sources of elevated indoor radon levels: 

			
					The underground soil. Radon belongs to the decay chain of primordial 238U. It is the direct product of 226Ra; therefore wherever radium is present, there is a possibility of having high radon values. Uranium and radium are found in almost every soil type although in very different concentrations. Hence, in most cases the rocks and soil underneath and in the surroundings of a house are the reason for having significant indoor radon levels.

					Building materials. This is the second cause of radon concentration indoors. In some cases, the building materials may be the main reason for having high indoor levels. This is the case for the so-called blue concrete and other building materials that may increase indoor radon concentrations (Del Claro et al., 2017).

					The third cause is the radon content in water. It is very rare to find water as the source of having high radon values inside dwellings. Nevertheless, there are places where this source is not negligible, such as in thermal spas (Moreno et al., 2018).
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			Figure 2-12.

			Main sources of radon gas entry into a house.

			Source: Figure created by Borja Frutos Vázquez.

			Radon progeny

			For human beings, the problems with indoor radon are linked to inhalation of radon progenies. This problem is complex because many factors affect the amount of radon progeny, their entry into the human respiratory track, and their deposit on lung tissues, which increases the risk of triggering cancer growth. Radon progeny (Figure 2-13) is solids rapidly attached to the aerosols of indoor air.
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			Figure 2-13.

			Radon progeny.

			Source: Modified from UNSCEAR, 2000, Vol.1 ANNEX B Table 3.

			The 210Pb isotope, with a much longer half-life of 22.3 years, and its decay products are called long-lived radon progenies, which contribute to creating cancer in humans since 210Pb is deposited on the surface of the respiratory track. 

			Radon progeny produced by radon entry indoors reacts very fast (< 1 s) with trace gas and air vapours of the indoor air and becomes small-aerosol particles with a diameter of 0.5 – 5 nm, called clusters or ‘unattached’ radionuclides. Besides the cluster formation, radon progenies attach to the existing aerosol particles with a diameter of 10 – 1 000 nm, during 1 - 100 s, called ‘attached’ radionuclides. The aerosol particles, which now carry the radon progenies, diffuse in the indoor atmosphere and deposit on any available room surface. Moreover, radon progenies attached to aerosol particles can be detached due to recoil effect after mainly an alpha decay (Jacobi, 1972; Porstendörfer, 1984; Swedjemark, 1983). The above decay of radon progeny indoors is illustrated in Figure 2-14.
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			Figure 2-14.

			Radon progeny behaviour in indoor air – 
unattached-free and attached to aerosol particle.

			Source: modified from USGS, 1992.

			The following differential equations express the decay of indoor radon progenies (C, Bq/m3) in terms of free (f) and attached (a) nuclei:

			[image: ]where λ is the decay constant, k is the room ventilation rate, X is the attachment rate, q is the deposition rate and r is the recoil factor of each radon progeny, i = 1, 2, 3 corresponding to 218Po, 214Pb and 214Bi, respectively, and C0 is the indoor radon concentration.

			Most of the newly-formed radon progenies in cluster formation (unattached mode) are positively charged and have high mobility. This mobility is characterised by the diffusion coefficient (cm2/s) that chiefly controls the formation of radioactive aerosols by attachment and also by the deposition velocity (cm/s) on room surface and human lungs. Diffusion coefficients for radon progenies range from 0.025 up to 0.085 cm2/s, depending on water vapour and the content of trace gases (NOx, NH3, SO2) in the air. This also influences the neutralisation process of the positively charged clusters, especially in the case of polonium isotopes and so the production of attached nuclei (Porstendörfer & Reineking, 1992). Moreover, diffusion coefficients strongly depend on the aerosol particles diameter (Figure 2-15). Small aerosol particle (clusters-unattached mode) have high diffusion coefficients (> 0.01 cm2/s), while major aerosol particles (attached mode) have very low diffusion coefficients (< 0.0001 cm2/s).

			The process by which radon progenies attach to indoor aerosol particles is characterised by attachment coefficient β (cm3/h), which is also influenced by the water vapour and trace gases in indoor air. The attachment coefficient is determined by pure diffusion according to the equations:

			β = 2π D0 d, for aerosol particle diameters (d > 1 μm), where D0 is the diffusion coefficient;

			β = π v0 d2/4, for aerosol particle diameters (d < 0.1 μm), where the coefficient is controlled by pure kinetic theory and it is proportional to the particles surface, and v0 is the mean thermal velocity (Knutson et al., 1984; Porstendörfer & Reineking, 1992). The attachment coefficient also strongly depends on the aerosol particle diameter (Figure 2-16).

			
				
					[image: ]
				

			

			Figure 2-15.

			Radon progeny diffusion coefficient correlated to aerosol particle diameter.

			Source: Porstendörfer, 1991.
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			Figure 2-16.

			Radon progeny attachment coefficient correlated to aerosol particles diameter.

			Source: Knutson et al., 1984; Porstendörfer, 1991.

             
			Aerosol particles in more detail

			Small aerosol particles (clusters-unattached mode) have very low attachment coefficients (< 0.0001 cm3/h), while major aerosol particles (attached mode) have high attachment coefficients (> 0.01 cm3/h). The average indoor attachment coefficient is ~5 × 10-3 cm3/h, while for outdoor it is ~2 × 10-3 cm3/h. The attachment rate X (h-1) is related to the attachment coefficient though the following integral:

			[image: ]

			where Z(x) is the aerosol particle concentration (cm-3). The attachment rate dependence on the aerosol particle concentration and diameter (nm) is presented in Figure 2-17 (Porstendörfer & Reineking, 1992; Porstendörfer et al., 2005). A high attachment rate (> 100 h-1) is associated with a high aerosol particle concentration and diameter, like outdoor. Indoor, the low aerosol particles concentration and diameter yield a low attachment rate (< 10 h-1).

			The aerosol particles carrying radon progenies can be removed from the indoor atmosphere by transport towards any available surface (eddy diffusivity, DT) and by precipitation of aerosol particles on surfaces (dry deposition). The aerosol particle number deposited per unit surface and time depends on particle diameter and texture of the surface, and is expressed as follows:
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			where Z(z,d) is the indoor aerosol particle concentration with diameter d and at height z above the surface. The turbulence-eddy diffusivity (DT (z)) is much higher than Brownian diffusion (Dp (d)) and sedimentation (vs (d)). The dry deposition rate can be characterised by introducing the depositional velocity, vg = Φ (d) / Z(z,d). The deposition velocity is usually normalised by the friction velocity (u* = 40 cm/s) due to eddy diffusivity, as follows: vg+ = vg/u*, and it is strongly influenced by the aerosol particle diameter (Figure 2-18) (Porstendörfer, 1991). Small aerosol particles (clusters-unattached mode) have high deposition velocity (>1 cm/s), while major aerosol particles (attached mode) have very low deposition velocity (<0.01 cm2/s), assuming surface textures like filter paper. In well-mixed room air, the radon progenies deposition rate q (h-1) depends on the deposition velocity and the room-surface-to-volume ratio S/V (m-1) through the formula: 

			[image: ]

			In residential rooms, high ratios of S/V ~5 m-1 should be attributed to room furniture. Small aerosol particles (clusters-unattached mode) have high deposition rates (> 10/h), while major aerosol particles (attached mode) have very low deposition rates (<0.4 cm/s) (Knutson et al., 1984; Porstendörfer & Reineking, 1992).

			 Aerosol particles which are carriers of 214Pb and 214Bi (214Po) in attached mode, have a mean activity size distribution (d Cj / (d (log dae) Ci) due to their aerodynamic equivalent diameter, dae (nm), as presented in Figure 2-19. The activity mean aerodynamic diameter (AMAD) of aerosol particles carrying 214Pb nuclei indoors is ~200 nm, while 214Bi attaches to aerosol particles with higher AMAD of ~280 nm. Outdoor, the AMAD increases up to 400 nm, since the surfaces available for aerosols to deposit are small, thus giving time for larger aerosol particles to form (Reineking et al., 1988). In case of 218Po nuclei, another peak should be included at low AMAD of ~1 nm, corresponding to the unattached radon progenies during the clustering process. The indoor radon progenies total concentration (Bq/m3) is the sum of the unattached (f) and attached (a) mode concentrations. The ratio of unattached-to-total radon progenies is defined as the unattached fraction (fp) and refers mostly to 218Po nuclei (Tu & Knutson, 1988; Reineking & Porstendörfer, 1990).
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			Figure 2-17.

			Radon progenies attachment rate as a function of aerosol particle diameter and indoor concentration.

			Source: Porstendörfer & Reineking, 1992; Porstendörfer et al., 2005.
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			Figure 2-18.

			Radon progenies deposition velocity normalised to friction velocity (40 cm/s) as a function of aerosol particle diameter. The lines correspond to simulated results on filter paper, Al-foil and grass.

			Source: Knutson et al., 1984; Porstendörfer, 1991.
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			Figure 2-19.

			Mean activity size distributions measured inside a closed room and outdoor.

			Source: Reineking & Porstendörfer, 1990.

            

			Health hazard due to radon progenies 

			Alpha particles and electrons emitted by deposited radon progenies are registered in lung tissues and so form the source of lung cancer. Short-lived radon progenies are the main contributors because two alpha particles (6.00 and 7.96 MeV) and two electrons (1.02 and 3.27 MeV max) can be absorbed by the tissue within hours, while long-lived radon progenies decay and produce one electron (0.017 MeV) and one alpha particle (5.3 MeV) over years. The amount of energy that potentially irradiates the lung-tissues and the duration determine the health effects, like cancer and other chronic pulmonary diseases (UNSCEAR, 1993). The crucial amount depends on the equilibrium achieved between radon and its progenies inhaled by the inhabitants indoor, and is called the equilibrium factor, F (Swedjemark, 1983). Mixtures of radon and its short-lived progenies exist in air inhaled that is not in equilibrium, so the potential alpha particle energy registered in lung tissues varies considerably. As a result, a new quantity has been introduced as the equilibrium equivalent concentration of radon (EEC), which is the activity of radon in equilibrium with its progenies that register the same potential alpha particle energy (Jacobi, 1972). The equilibrium factor is therefore defined as:
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			where the constants are the fractional contributions of each radon progeny to the total potential alpha energy registered to the lung-tissues (UNSCEAR, 1993, 2000). The equilibrium factor is also strongly influenced by the air quality and the available deposition surfaces and their texture as well as the volume of the room. The indoor air quality includes both toxic and radioactive specimens entering from outdoor, foundation ground, building materials, water and oil-gas supply (Nero & Nazaroff, 1984). Indoor atmospheric conditions are mostly governed by the life style of the residents (room ventilation, heating, showering, washing, smoking) and their preferences about the volume and the available room surfaces (small/large room, heavy decoration with furniture, carpets, textures and plants) (Porstendörfer & Reineking, 1992).

			The room ventilation rate is influenced by natural factors such as the indoor-outdoor temperature difference and wind speed. Moreover, the ventilation rate is most influenced by the habits of the residents, such as window opening and air-condition applied. A high ventilation rate caused by natural factors should be avoided, since high radon entry indoor due to sub-ground is expected. However, frequent windows’ opening is a habit that definitely reduces the equilibrium factor indoor (and also radon concentration itself). A normally ventilated room (0.5 h-1) corresponds to an equilibrium factor of ~0.5, low ventilation (0.1 h-1) to a factor of ~0.7 and high (>1 h-1) to a factor of ~0.2 (Mowris & Fisk, 1988).

			The health hazard due to radon progenies is expressed through the effective dose rate received by the lung tissues by following the formula (ICRP 65, 1994):
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			where [image: ] is the Equilibrium Equivalent Radon concentration defined as CRn *F, while [image: ] is the conversion factor from equilibrium equivalent radon concentration to potential alpha energy concentration, PAEC (5.56 * 10-9 J/m3 per Bq/m3), Dc is the conversion factor from potential alpha energy concentration to the effective dose (2 Sv/J), F is the equilibrium factor (Equation 2-14 and Figure 2-20) and B is the annual breathing rate (7 013 m3/a). 

			So for dosimetric purposes, measuring this equilibrium factor F is highly important. There are several ways to measure F, and a large variability in the value of F has been reported (Chen, 2018). Another important fact related to F is that, while it is known that indoor radon concentration shows a large diurnal variability, the value of F is more constant due to the fact that radon and its daughters increase and decay altogether. It is very common to adopt an equilibrium factor of 0.4 (ICRP Publication 65, 1993; ICRP Publication 137, 2017), even if this value can be easily modified by processes such as cooking, space heating, smoking or ultrasonic humidification.

            
			Equilibrium factor, unattached fraction, aerosol concentration and attachment rate

			In Figure 2-20, the equilibrium factor (F) and the unattached fraction (fP) are correlated with aerosol particles concentration (cm-3) and attachment rate X (h-1). Various scenarios of the deposition rate q (h-1) of the unattached (f) radon progenies are illustrated, while the attached deposition rate is constant qa = 0.2 h-1. Other constant input parameters, such as radon concentration (C0 = 3.7 Bq/m3), radon entry rate indoors (e = 5 Bq/m3/h), attached fraction (Fa = 0.55), polonium-to-radon ratio (R1) and room ventilation rate (v = 0.2 h-1), are also presented.

			[image: ]

			Figure 2-20.

			Equilibrium factor (F) and unattached fraction (fp) for radon daughters as a function of attachment rate (X) and aerosol concentration (Z).

			Source: Porstendörfer, 1994.

			The equilibrium factor (F) and the unattached fraction (fp) are negatively correlated with aerosol particle concentration (cm-3) and attachment rate X (h-1). The equilibrium factor varies more than the unattached fraction due to unattached deposition rate (qa) variation from 10 up to 60 h-1. A high aerosol particle concentration always increases the attachment rate, and so the unattached fraction is reduced to 0.01, while the equilibrium factor increases to 0.7. The above conditions are similar to the outdoor atmosphere, while the situation is opposite for indoor. A low aerosol particle concentration decreases the attachment rate, and so the unattached fraction increases up to 0.25, while the equilibrium factor decreases down to 0.1. Data presented in Figure 2-20 are based on constant ventilation rate of the room, although room ventilation is the most effective factor to control indoor radon and its progenies concentration.

            

			2.2.3 Environmental and exposure pathways

			Humans are continuously exposed to ionising radiation from natural sources of radioactivity. Natural radionuclides, both terrestrial and cosmogenic, migrate in the environment through different pathways: air, water, rock, soil and the food chain. Then, radionuclides may enter the human body through ingestion (food and drinking water) and inhalation, giving the so-called internal exposure. Indeed, external exposure is due to cosmic radiation and radiation from terrestrial radionuclides present in soil, rocks and building materials. 

			Figure 2-20 gives a simplified description of the pathways of natural radioactivity through the environment and the different exposure pathways.

			Pathways through the environment 

			Atmosphere:

			Natural radionuclides present in the atmosphere, both having terrestrial or cosmogenic origin, can be inhaled directly by humans or removed from the air following other pathways. These particles can be removed from the atmosphere when air currents cannot keep them suspended or after rain and snow events. When particles are removed from the atmosphere, they may land in water, on soil, or on any kind of surface. These particles may return to the atmosphere by resuspension, which occurs when wind or some other natural or human activity generates clouds of dust containing radionuclides or through water evaporation.

			Water:

			There are several ways in which natural radionuclides can end up in water. They may be deposited by air, or released from the ground through erosion. Once in the water, some radionuclides will move with it while others will be deposited on the surrounding soil or rocks. Factors affecting their mobility in water are the solubility in water and the ability to adhere to the surfaces of rocks and soil through which the water flows. 

			Food Chain:

			Natural radionuclides in soil, water and air may enter into the food chain. Plants are capable of absorbing radionuclides in the same way as other minerals are absorbed. Animals drink water and eat plants, and some of the radionuclides present in water and food will remain in their bodies. Airborne radionuclides deposited on the surface of the plants can be ingested by animals as well.

			Subsequently, water, plants and animals will become food for humans by which natural radionuclides enter the organism causing internal exposure.
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			Figure 2-21.

			Simplified pathways of natural radionuclides through the environment and different exposure pathways for humans. (The Atlas chapters that show the natural radioactivity in different media are indicated in parentheses).

			Source: EANR, EC-JRC, 2019.

			2.2.4 Radiation dosage chart

			Figure 2-22 shows the different contributions to the total dose of ionising radiation for the global population. The geographical distribution of total dose depends mostly on geology, altitude, life style and the use of radiation medicine both for diagnostic and therapeutic use. Some population groups are exposed to natural radiation doses one to two orders higher than the global mean value. Although public concern for radioactivity is mainly directed towards artificial sources of radiation, especially nuclear facilities, by far the largest contribution to public exposure (about 80 %) is natural in origin. 

			There are two principal types of radiation exposure: internal and external. 

			Internal exposure occurs when the source of ionising radiation is located inside the organism, usually as a consequence of ingestion or inhalation of radioactive substances. Only some natural radionuclides are important in terms of population exposure. With the exception of inhalation of radon and its decay products causing highest internal exposure to the population (more details in Chapter 5), the most common way for natural radionuclides to penetrate into the human organism is generally through ingestion (Table 2-4). Another important example of internal radiation is radiation originating from medical sources, when radioactive tracers are used for a diagnostic or therapeutic purpose. 

			External exposure to radiation takes place when the radioactive source is located outside the body. 

			The proportion of effective dose for individual components of natural radiation due to external and internal radiation is shown in Figure 2-22. The natural sources of external radiation have terrestrial and cosmic origin. The terrestrial sources are mainly due to 40K and radionuclides in the 238U and 232Th series (more details in Chapters 3 and 4). 

			Figure 2-23 intends to explain the exposure that humans may receive during their lifetime. It is possible to compare exposure resulting from natural and artificial sources. Doses due to natural background radiation, to radiology and nuclear medicine in diagnosis and treatment, and related to past nuclear accidents (e.g. Chernobyl and Fukushima) are reported.
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			Table 2-4.

			Annual effective dose from inhalation and ingestion of uranium and thorium series radionuclides for adults, except radon.

			Source: UNSCEAR, 2000.
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			Figure 2-22.

			Contribution of different sources of radiation to the dose forming ionising radiation.

			Source: UNSCEAR, 2008.
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			Figure 2-23.

			Doses due to natural background radiation, radiology and nuclear medicine in diagnosis and treatment, and past nuclear accidents.

			Source: David McCandless@informationisbeautiful.net; 
https://informationisbeautiful.net/visualizations/radiation-dosage-chart/

		

	
		
			Appendix 2 - Country ISO codes
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			This QR code points to the full online version of the Atlas, where the most updated content may be freely accessed
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			Introduction

			Radon, ‘From Rock to Risk’ – The geogenic compartment 
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			Figure 5-1.

			Network of radon-related quantities, ‘From rock to risk’. This graph intends to visualise the complexity of the pathway - or rather network - which leads from radon sources (ultimately uranium in the ground) to the risk which is caused by radon, controlled by many factors and interactions. These are of many kinds, essentially natural and anthropogenic factors. They act on all levels of the network with different strength, again controlled by other factors.

			Source: Graph created by Peter Bossew.

			Radon is a radioactive noble gas that exists naturally in the form of three isotopes: 222Rn, 220Rn and 219Rn. The most stable and environmentally relevant one, 222Rn, hereafter called radon (Rn), is formed by alpha decay of 226Ra, and ultimately from 238U; it has a half-life of 3.82 days. On the other hand, 220Rn, hereafter called thoron (Tn), is a short-lived isotope with a half-life of 55.6 seconds. 

			Motivation

			This chapter is devoted to describing the complex path of radon ‘from rock to risk’. Some compartments are described in particular: they can be distinguished depending on whether they house natural or human-made or -induced phenomena, or depending on the medium (rock, soil, water, air) that dominates them. Emphasis is on the geogenic compartments. 

			Geogenic compartments

			Radon source

			The original sources of radon are uranium (238U, for 222Rn) and thorium (232Th, for 220Rn) in the ground. Due to their physical and chemical properties, the two radon isotopes are distributed in part similarly, and in part differently in the various environmental compartments. We distinguish between the geogenic and anthropogenic compartments.

			The geogenic compartment comprises a number of connected and interacting ‘sub-compartments’. These are the lithosphere (rocks); the pedosphere (soil) which is partly derived from rock, but soil can also have different origins (Aeolic – loess, alluvial / colluvial – by sedimentation of material transported by rivers); the hydrosphere (ground and surface water bodies); and the atmosphere. 

			All spheres are connected and interact through exchange of matter, technically speaking: material fluxes. For example, ground water is in contact with rock. Rock chemistry controls water chemistry and, reversely, substances dissolved in the water can precipitate into rock and modify its mineralogy, or if exhaled (such as radon), migrate within the ground according to its permeability. 

			Radon, in particular, is the direct decay product of two radium isotopes: 226Ra (222Rn) and 224Ra (220Rn). The radon isotopes are relatively long-lived (especially 226Ra, with a half-life of 1 620 years), which is why they are not necessarily in equilibrium with their ‘grandparents’, 238U and 232Th. Mainly the action of ground water can lead to disequilibrium, due to different solubility of radium and uranium in water, resulting from their different chemical properties. This implies that the local radon production rate is not necessarily proportional to the uranium (thorium) concentration at the same point in the ground.

            
            
			Complexity in environmental sciences

			Although it is difficult to define complexity, it is a keyword in environmental sciences. It may be characterised by the following features:

			
					Complex systems consist of many interacting ‘players’ (e.g. factors, controls, quantities);

					Factors may depend upon each other in different ways and even be nested. The factors may be ‘coupled’ in a way that is itself a function of other factors, or convoluted in structures which are not well known;

					Yet the underlying physical laws may be simple (such as, in radon science, radioactive decay, diffusion, advection, convection, dissolution etc.);

					Often such systems develop complicated temporal and spatial patterns, with regular components, but also show a tendency to seemingly erratic spatial or temporal variability;

					Complex systems have a tendency to extreme behaviour in temporal evolution or spatial pattern;

					Patterns often look similar when viewed on different scales or ‘magnifications’. Self-similarity is a characteristic of fractal behaviour. On the other hand, results may depend on the scale or resolution under which the system is viewed;

					Often it is difficult to establish clearly defined ‘laboratory conditions’. Consequently, input quantities of analysis are often ‘noisy’ or ‘dirty’ to some degree. Sometimes factors are only fuzzily defined or definable.

					This reality often makes modelling, and in particular prediction and forecasting, difficult and technically demanding. Simple regression models often perform badly, because they can hardly capture a high-dimensional space of convoluted covariates.

					Usually only statistical modelling is possible, i.e. finding statistical rules which describe the behaviour of the system.

			

			Ecological modelling can be understood as reducing the complexity by focusing on key processes. A model should be simple (Ockham’s razor), but fit for the purpose. Oversimplification is characterised by processes ill-captured, which leads to high uncertainty in terms of accuracy and precision. On the other hand, when too many components are present (which is conceptually similar to over-fitting in regression), too many uncertain and/or correlated (sensitive) model parameters may lead to a deteriorated prediction capability. 

                

			Radon (222Rn) and thoron (220Rn) (see Section 2.2)

			Chemically, radon isotopes are identical, but due to their very different half-lives (Rn: 3.82 days vs. Tn: 56 seconds) their presence in the environment has different spatial and time patterns.

			Concerning radiology and radon risk, geogenic thoron is mostly considered to be a practically negligible component, as infiltration into buildings is usually a ‘slow’ process that effectively removes thoron due to its short half-life. However, in (mostly old) buildings with unsealed interface to the ground, i.e. basement or ground floor directly exposed to exhalation, geogenic thoron can be a factor that should be considered. Otherwise, it seems that thoron is a problem if exhaled from thoron-containing building materials, typically raw clay, which can have a high radon exhalation rate. Close to exhaling surfaces (walls), exposure to thoron progenies can be a factor to consider.

			Radon in soil gas (see Section 5.1)

			Most radon that has been generated by radium decay in a rock or soil grain never leaves that grain. The fraction of radon actually being released into pore space, and available for further migration, is called emanation power. It depends on mineralogy and grain size. Mineralogy defines the crystal geometry, which in turn determines ‘how easily’ a radon atom generated within a crystal can escape. Grain size can be tectonically modified if strain leads to fracturation or the ‘milling’ of rock. Water content is controlled by meteorological conditions (how deep into the ground the impact of rain is effective, depends on soil type) and possibly by ground-water dynamics. 

			Radon movement in the pore space depends on water content (radon diffusive mobility is much lower in water than in air, and radon will decay in humid soil before reaching the surface, compared to dry soils), permeability at different scales, pressure difference and the presence of carriers, such as water or geogenic CO2 or methane. Diffusion driven by concentration difference also contributes. Permeability is usually understood, e.g. in the sense of Darcy’s law, as a summary quantity which comprises geometrical properties without specifying them.

			Still, one sometimes distinguishes between micro- and macro-permeability. The former is related to the porous structure of the soil, while the latter, to fissures or cracks, up to caves and karst phenomena, or also to ducts created by plant or animal activity. Therefore, permeability depends not only on the presence of space between grains, but also on whether the spaces are connected, so that percolation over longer distance is actually ‘geometrically’ possible. Percolation theory has many important applications in analysing the behaviour of networks of all kinds in nature or in the social sphere. The distribution of soil grains and spaces between them can be understood as a network. Apart from the availability of pathways in a network, quantified by connectivity, their length is also relevant. Tortuosity quantifies how bent or convoluted migration paths are. 

			As a summary, the effective path length between the point of Rn generation and a target point (e.g. soil surface or the interface with a building) which radon together with its carrier fluids have to travel, not only depends on the straight distance between the two points, but on the geometrical properties of the medium in which migration takes place.
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			Soil-gas sampling drill, RIM 2018 exercise, Cetyne, Czech Republic.

			Source: Tore Tollefsen.

			Radon exhalation and radon outdoor (see Sections 5.2 - 5.3)

			Once exhaled from the soil or rock surface, radon spreads in the atmosphere by diffusion, convection and advection carried by air movement. This phenomenon is being extensively studied because radon and its progeny generated in the atmosphere can serve as tracers of atmospheric processes.

			In the context of this section, this behaviour is relevant only as far as outdoor radon contributes to dose and is a minor source of indoor radon. 

			Radon in ground water (see Chapter 6)

			Radon is soluble in water. The air/water distribution coefficient depends mainly on temperature. Ground water is important, being an efficient carrier of radon and possibly a significant secondary source of indoor radon. It can be taken up by water through dissolution from its point of generation, or after some migration with other carriers, transported over quite large distances and released if the solubility conditions change. Other, but minor sources of radon in water are radium dissolved in the water and uptake from the atmosphere. Because uranium and radium have different chemical properties, no equilibrium exists between them in water (Skeppström & Olofsson, 2007).

			In terms of radiological relevance, radon in drilled well water can be an important source of exposure. Pathways are ingestion and inhalation of dissolved radon.

			Radon in ground-water serves as an important tracer of hydrological processes, e.g. in karst studies and speleology.

            
			Interface to buildings (see Sections 5.2 and 5.4)

			Radon may enter from the ground into a building. This process is controlled by driving forces and by the nature of the interface between the soil and the building. Physical mechanisms for migration are diffusion, convection and advection. The driving forces are the concentration gradient for diffusion and the pressure difference for convection and advection. In the presence of a barrier, such as a concrete slab as foundation or insulating layers, advection through small fissures is usually the dominant mechanism. The pressure gradient is generated by temperature and pressure differences indoors – outdoors.

                

			Synthesis

			In a ‘taxonomy’ of compartments, we may distinguish between: 

			The geogenic compartment, which consists of:

			
					The geosphere, in which reside: 	original sources of Rn and Tn; 238U and 232Th decay series;
	geochemical fractionation, secondary mineralisation;
	emanation from Ra bearing mineral;
	transport in the geosphere: diffusion, advection.



					The hydrosphere, which characterises:	Rn solution / dissolution;
	Rn transport with ground water;
	Rn transport in the porous ground via influence on emanation factor and permeability.



					The outdoor atmosphere:	dispersion and transport of Rn.



			

			The anthropogenic compartment, which is addressed only marginally in this chapter, may be divided into:

			
					The ‘domosphere’ (house ecosystem), treating:	building construction type;
	building materials: exhalation;
	physics of the indoor atmosphere; 
	attachment of Rn progenies to aerosols, adhesion to surfaces;
	influence of house usage.



					‘Type of work’:	speed and amount of air pumped by the lungs.



					The ‘pneosphere’ (the human respiratory system), including:	physiology;
	radiation biology.



			

		

	
		
			6.4 Activity concentration of natural radionuclides in water

			Table 6-4 shows the results of some studies performed in European countries to determine the radionuclide content in ground and surface water.
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			Table 6-4.

			Concentration of natural radionuclides in water in some European countries [means and ranges], methods used for the analysis, objectives of the study and spatial resolution.
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			Plate 4: European Terrestrial Gamma Dose Rate Map
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			Plate 4: European Terrestrial Gamma Dose Rate Map.
The map shows the dose rate, in nGy/h, that a person would receive from terrestrial radiation, if she/he spends all the reference time in a location outdoor in which the soil has fixed U, Th and K concentrations.

			Source: EANR, EC-JRC, 2019.

		

	
		
			Chapter 7
Radionuclides in food
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			Clockwise from top-left:

			Oats, barley and derived products.

			Source: Public Domain; By Peggy Greb, United States Department of Agriculture, Agricultural Research Service 
https://commons.wikimedia.org/w/index.php?curid=266310

			Cabbage cultivation in Dojran region, Macedonia.

			Source: Ksenija Putilin (CC BY 2.0).

			Orange grove.

			Source: Hans Braxmeier (CC0).

			Braunvieh cow below Fuorcla Sesvenna in the Engadin, Switzerland.

			Source: Daniel Schwen (CC BY-SA 3.0).

			Commercial free-range hens.

			Source: Adam Ward (CC BY-SA 2.0).

			Commercial fishing off Zeebrugge, Belgium.

			Source: © Hans Hillewaert, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=11787420

			As described in Section 2.2, natural radioactivity is found in all rock and soil types. From there, radionuclides are taken up by plants and animals and thus enter the food chain. That is why all types of food contain natural radionuclides and consumption of food contributes to the total radiation dose of an individual.

			This chapter describes the pathways of natural radionuclides from soil to food, the relevant radionuclides, as well as methods for measuring radioactivity in foodstuffs. Furthermore, typical activity concentrations in various foodstuffs are quoted for various European countries, and finally the main factors controlling dose due to ingestion of food are illustrated.

			In general, the levels of natural radionuclides in food and drinking water are very low and thus safe for human consumption. On average, the dose due to food consumption accounts for about 10 % of the average radiation dose from all natural sources for an individual.

			However, concentrations of natural radionuclides vary widely between but also within food categories such as vegetables, fruit, meat and fish. Therefore, it is important to control radioactivity levels in food and inform consumers about the risk. National food monitoring programs in some countries include natural radionuclides, but generally such programmes focus on artificial (man-made) radionuclides e.g. from nuclear power plants or nuclear weapons tests.

		

	
		
			2.4 Statistics, measurement, mapping

			This section intends to address some basic concepts which should be kept in mind when generating a map of an environmental quantity. Since this is a large subject, we concentrate on point-type quantities, such as concentrations of radon or some element, sampled on individual locations (houses or spots in the field).

			2.4.0 From sampling to mapping

			Generating a map of a quantity, e.g. indoor radon concentration, is a procedure that consists of several stages. A flowchart is shown in Figure 2-39. Most importantly, the objective must be well defined for designing an experimental strategy which takes into account previous knowledge and possible constraints. Typical objectives are contour level maps, which show the geographical distribution of the levels of a quantity of interest; or class maps, which show whether a criterion regarding the quantity is fulfilled in an area, or not, for example, whether a reference level is exceeded on average or not.

			Only then would experimental (field and lab) work start, followed by data analysis, modelling (if required), leading to the final result which is the map. The individual steps should be quality assured, which means selecting adequate methodology and controlling for uncertainty as far as achievable. It can happen that designing the survey requires input which is not available from previous work; in this case a pilot study may be necessary in order to acquire the necessary information. A typical example in radon studies is the assumed dispersion within the investigated area, quantified e.g. by the geometrical standard deviation (GSD), which is a crucial quantity for estimating the sample size.
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			Figure 2-39.

			Flowchart, from mapping objective to the map.

			Source: Graph created by Peter Bossew.

			2.4.1 Observed and observation process

			In a physical experiment, one always deals with two processes. One is the process which one wants to assess, the other one the processes which does that assessment, e.g. measurements. After all, measurement instruments are also physical systems. The observation process is tailored such as to allow statements about the observed process, or about a quantity which is its state variable.

			The observed process is subject to temporal or spatial variability, or both. The observation process shall respond to this variability, sufficiently, exactly and sensitively. 

			The observation process, i.e. the procedure including sampling and measurement and the physical behaviour of the devices and instruments used for these purposes, must therefore be well understood and kept under control as far as achievable. For example, for field measurements, it must be known how a measurement instrument reacts to outdoor temperature or humidity. 

			In any case, the observed value that has been read from the display of the measurement instrument (or more common in these times, has been retrieved from a data log file produced by an instrument) is not the true value of the observed quantity (measurement uncertainty). Instead, it is the true value under the action of the measuring device (see the paragraph on calibration below).

			2.4.2 Accuracy, precision and representativeness

			Quality-assured measurements are preconditions for valid survey results and, finally, for valid maps. Key concepts are accuracy, precision and representativeness. In the best case, these should be validated before actually engaging in an experiment or measurement series. If existing data are used, which is less optimal, but inevitably often the case, one should try to verify them at least in the aftermath, or investigate possible deviations from the optimal case.

			Repeated observations 

			a. Known true value

			Repeated observations of the same quantity, for example dose rate measurements of a constant source performed with one instrument, form a data sample. If the mean of this sample equals the true value of the measured quantity (within given tolerance), the measurement is accurate and the bias low. In general, the measured values that constitute the sample are dispersed around the mean. The measurement is called precise if the spread around the mean is below a given tolerance. This concept is visualised in Figures 2-40 and 2-41 (upper graph).

			The purpose of repeated measurements is to check the quality or the validity altogether of the observation process or the measurement instrument.

			b. Unknown true value

			In this case, accuracy cannot be determined, only precision. However, if the size of the measured effect is not known, but its constancy is known or assumed from physical knowledge, repeated series of measurements with the same instrument can at least inform about the constancy of bias, because the mean must remain the same (up to statistical tolerance).

			Repeatability quantifies whether an observation or experiment, performed under the same conditions, i.e. with the same instrument, by the same person, in the same lab, under the same meteorological conditions, etc., yields the same result (up to statistical tolerance).

			Calibration

			An instrument is called well calibrated if its bias is tolerably low under all measurement conditions, for which calibration has been declared valid (to be specified in the calibration procedure). For a specified range, its readings should also be precise.

			Calibration means to relate the reading of an instrument to a known true value. The assumption is that the readings are repeatable. Correct calibration is the most important issue in metrological quality assurance.

			Parallel observations

			a. Known true value

			Parallel observations of the same quantity with several instruments, for example comparative dose rate measurements of a constant source with different instruments, also form a data sample. Its mean and dispersion informs about accuracy and precision of a certain class of instruments. The concept is visualised in Figure 2-41 (lower graph).

			The purpose is to compare the performance of different instruments in intercalibration exercises, also called round robin tests.

			b. Unknown true value

			If the true value of a quantity is difficult to determine, one may apply different measurement methods, all of which are assumed to be able to yield repeatable results. In an intercomparison exercise, an estimate of the true value is established from the different methods or participants. Outlier analysis points to possible inadequacy of particular methods.

			The setting can be further relaxed by allowing different observation conditions in general (i.e. not only different instruments, but also at different times). 

			Reproducibility quantifies whether the same result (up to statistical tolerance) is achievable or has been achieved by different methods. Reproducibility is a stronger condition than repeatability, for which variability between observation conditions is excluded.

			Intercalibration and intercomparison exercises also inform about the practicability of different methods.

			Some important statistics basics

            
			Given a sample {x1,…,xn} of a population X (which can be finite or infinite). 

			Arithmetic mean: [image: ]

			The AM is an unbiased (accurate) estimate of the expectation of X, [image: ]where f(x) is the probability distribution of X. The precision of the AM depends on the sample size n.

			Distribution: The probability density function f(x) says that the probability that the quantity X lies in the interval (x, x+dx), equals f(x) dx. Therefore, the [image: ]. The cumulative distribution function F(x) = prob (X ≤ x) = ∫(-∞…x) f(x’) dx’. The complement, 1 - F(x) probability to exceed x, is called the exceedance probability or survival function.

			Variance: Empirical variance [image: ]

			Var-hat is the unbiased estimate of the variance, [image: ].

			Standard deviation: Empirical standard deviation [image: ].

			This is not an unbiased estimator of [image: ], because the square root is not a linear function. Generally, for any statistic [image: ] for non-linear g. 

			Coefficient of variation: empirical [image: ]. Also not an unbiased estimator of σ/E(X).

			This is used as dimensionless dispersion measure.

			Geometrical mean: empirical [image: ].

			[image: ]. GM is not an unbiased estimate of EX. Sometimes it is used instead of the AM because it is less sensitive against extremes which can distort the AM, i.e. more precise (=less uncertain). 

			Geometrical standard deviation: Another useful dimensionless dispersion measure: [image: ].

			Standard error SE or standard deviation of the mean: The AM calculated from a sample of size n (n data) from a population is again a random variable which has uncertainty. Its size is [image: ]. 

			Covariance: Measure of association between two quantities X and Y. [image: ]. 

			[image: ]; 

			The Pearson’s correlation coefficient when applied to a population is given by: [image: ]. 

			The Spearman correlation coefficient is defined as the Pearson correlation coefficient between rank variables. For a sample of size n, the n raw scores Xi, Yi are converted to ranks x(i), y(i), and rs is computed from:

			[image: ]

			where 

			rho (X(i), Y(i)) denotes the usual Pearson correlation coefficient, but applied to rank variables;

			[image: ] is the covariance of the rank variables;

			[image: ] and [image: ] are the standard deviations of the rank variables.

			Autocovariance and autocorrelation: For a spatial variable Z(x), x – the location (coordinates), r(Z(x),Z(x’)) is the autocorrelation between points x and x’. Under certain conditions, this depends only on the distance between x and x’. For a temporal variable Z(t), r(Dt)=r(Z(t),Z(t-Dt)). These statistics indicate how spatially neighbouring values depend on each other or temporal values depend on preceding ones.

			The median (MED) is the value separating the higher half from the lower half of a data sample. For a dataset, it may be thought of as the ‘middle’ value. 

			The median absolute deviation (MAD) is a non-parametric measure of variability. For a univariate sample, the MAD is defined as the median of the absolute deviations from the data’s median.

			[image: ]

			A relative, dimensionless measure would be MAD/MED.

			Quantile: The quantile Qp to percentile p is the value, so that 100*p% of values are below and 100*(1-p)% of values above Qp. Q0.25 and Q0.75 are called lower and upper quartiles. The Median equals Q0.5.

			Confidence interval (CI): Imagine that from a population X, n data {x1…xn} are picked randomly, and the AM is calculated. This is repeated many times. The AMs will be different every time, in general. The p-confidence interval is the interval between Qp/2 and Q1-p/2 of all AMs, which means that 100*p% of the calculated AMs lie in this interval. The AM of all AMs converges to the true mean, which is the expected value of X. The same applies to any statistic Θ instead of AM: the AM of all estimated Θs converges to the true value of Θ. However, this is not always an operable definition, because normally, only one sample {x1,…,xn} exists, so that the Qp/2 and Q1-p/2 cannot be calculated. Instead, if one knows the sampling statistics of a statistic Θ, i.e. the distribution of estimated Θ, one can calculate a CI associated to the estimated statistic Θ of one particular measurement or experiment, represented by {x1,…,xn}. This is the CI which is often given associated to a result.

			Important: The CI to level p calculated from one experiment is often wrongly understood as the interval in which the true value is located with probability p. But this is not the case! Instead, if hypothetically the experiment is repeated many times, the CI to level p of the estimated parameter Θs includes the true value of Θ in 100*p% of cases. In spite of the more complicated correct interpretation, the CI can still be qualitatively understood as a measure of reliability of the estimate of statistic Θ.

                

			Definitions

            
			Repeatability: same method, same lab, same person, same conditions (ideally).

			Reproducibility: different methods, different labs, different conditions.
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			Figure 2-40.

			Accuracy and precision.

			Source: Graph created by Peter Bossew.
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			Figure 2-41.

			Accuracy and precision. 

			Upper graph: replication with one instrument; 

			lower graph: parallel observation with different instruments.

			Source: Graphs created by Peter Bossew.

			Survey data and representativeness

			For survey data, accuracy has an additional meaning, which is essential for interpreting survey results.

			Survey data can be understood as a sample taken from a true (but unknown) distribution of a quantity. The survey is called representative if the statistical parameters of the sample are equal to the ones of the population (within given tolerance). A statistic - in particular the mean - of the sample is called accurate if it is equal to the same statistic of the population (within given tolerance). The deviation between sample and population statistic is called bias. Very importantly, non-representative sampling schemes generally lead to biased results. Therefore, assuring representativeness (within defined tolerance) is perhaps the most important quality assurance issue in environmental surveying. In particular, for indoor radon surveys, representativeness is the biggest challenge. 

			In addition, the individual measurements which form the sample must also be quality-assured, i.e. accurate and precise individually. 

			Data are:

            
			
					Numbers or items or instances which should be accurate and precise individually. This concerns metrological quality assurance.

					A sample from a population which should represent the population accurately and precisely, i.e. be representative for the population. This concerns quality assurance of the survey design and its implementation.
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			Figure 2-42.

			Data as individual values and as sample: main quality-assurance issues.

			Source: Graph created by Peter Bossew.

			2.4.3 Scale, coverage, resolution and precision

			Choice of scale

			The map scale is defined as the ratio between a distance on the map and the distance on the ground which is represented on the map. A scale of 1:1 000 000 (or 1:1M) means that 1 mm on the map corresponds to 1 km in reality. Please note: a scale of 1:10 000 is deemed larger than one of 1:100 000 because the same distance is represented by a larger distance on the map in the former case.

			The choice of scale depends mainly on two related factors: details of which minimal size shall be visible on the map? In which size shall the map be printed or visualised? Additionally, availability of data, from which the map is constructed, may play a role.

			Coverage, scale, resolution and precision

			a. Point samples

			Intuitively, one would say that an area is well covered by samples if their distribution is nearly uniform over the area. The smallest distance (in space or time) over which variation or difference of level of a quantity can be observed reliably (after some criterion) is called the resolution of the observation process. In most practical cases, coverage is not entirely uniform, i.e. sampling density varies regionally; then also resolution varies regionally.

			In regional surveys applying point sampling, for example dose rate or soil radon surveys, only a finite and therefore limited sample size (statistically) or a limited number of point samples (physically) can be achieved. Hence, by default resolution is limited by sample spacing. Details smaller than the space between two observations cannot be recognised by the monitoring network. A useful measure of resolution is the mean nearest-neighbour distance. However, this is a gross measure which may not be adequate for sampling schemes with variable sampling density; see Section 2.4.4 below on point density.

			b. Aggregation or interpolation

			By applying data aggregation or interpolation (Section 2.4.6), values are assigned to mapping units, which can be grid cells or other spatial units such as municipalities or geological units. Depending on the method, the map units will cover the domain of interest to different extent. For aggregation, non-empty mapping units can only be achieved if data exist within these units. Therefore, for example the European Indoor Radon Map, which consists of 10 km × 10 km grid cells as mapping units, has blank regions. These consist of empty cells, in which no data are available.

			If interpolation or geostatistical tools are applied (Section 2.4.6), statements about the probability of finding a certain value at unsampled points (i.e. between sampling stations) can be made. This is schematically visualised in Figure 2-43. One can recognise that in this artificial example (lower graph) the true process is mostly contained within the confidence limits, but some of its details are badly covered by the interpolation. Precision of the estimated process therefore increases with sampling resolution. Methods relying on simulation do not generate one single smooth, interpolated estimate, but many ‘realisations’ that are compatible with data. Each realisation can be rough, depending on the covariance model assumed. In practice, estimates are made for grid cells or grid nodes. In the former case, the value represents the mean over the cell. In the latter case, the value at the node is assumed to represent an area of cell size around the node. In case of interpolation, larger parts of the domain can be covered by non-empty cells, depending on uncertainty that is tolerated.

			For aggregated or interpolated maps, resolution is given by the size of the mapping units, for example 10 km × 10 km for the European Indoor Radon Map (see Section 5.4).

			Note that estimates for grid cells achieved by different methods – aggregation or various interpolation methods – are not necessarily identical. Aggregation considers only data points within the cell, whereas for interpolation, also data outside a cell influence the result attached to a cell. 

			What is a sample?

            
			In physical parlance, a sample is what is called a draw in statistics. This can be a single measurement or an object to be submitted to measurement (such as a soil sample). In statistics, the term sample denotes a set of draws from a population, i.e. a collection of measurements or physical samples.
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			Figure 2-43.

			Schematically, upper graph: true process (green) which is to be assessed and sampling (measurement) points with bars indicating measurement uncertainty; middle graph: interpolation (pink) gained from the measured data and confidence limits (dashed curves); lower graph: process estimated on grid cells (blue).

			Source: Graph created by Peter Bossew.
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			 Figure 2-44.

			Section of the European Indoor Radon Map. Left column: arithmetic mean (in cells) ln(Rn concentration); right column: log (number of data per cell). Top row: original data as shown in the European map; subsequent rows: re-aggregated into larger cells, size as indicated. Axis units: km.

			Source: Graph created by Peter Bossew.

			c. Exhaustive sampling

			Remote sensing measurements often produce exhaustive coverage of an area. A typical example is airborne gamma spectrometry, which can be performed so that gamma rays originating from every possible point of the surveyed areas are registered. In order to cover an area exhaustively, it is necessary that the sensor have a sufficiently wide field of view, so that a finite number of observations will register gamma rays from all points. While coverage is then 100 % and sample spacing zero, the achievable resolution is deliberately still not high. This is because each observation represents a weighted average over a ground area. Therefore, such a method generates a smoothed picture of the investigated process, in spite of infinitely high sampling resolution. Certain methods attempt ‘deconvolution’ of the smoothed surface, but this procedure introduces uncertainty. 

			d. The resolution-precision dilemma

			A particular problem arises for the minimum size of a physical sample. While, as discussed above, increasing resolution also increases precision of the estimate, this is not valid infinitely. In particular, time series assessment is affected by this problem.

			Importantly, resolution and precision generally cannot be optimised independently. Radiation is usually measured by counting pulses, which arrive randomly due to the stochastic nature of radioactive decay. The precision of a measurement increases with the number of registered pulses, i.e. with observation time. On the other hand, faster changes of the source intensity require shorter measurements. Hence, with an instrument with given sensitivity, the tolerated lower limit of precision defines the maximally achievable temporal resolution of the measurement. 

			As a spatial example, consider soil samples (in a physical sense), taken to explore the small-scale variability of radionuclide concentration in soil. These samples need a minimal size to be able to measure the concentration with required precision with a given device. Variability within lower distance than the minimal sample size thus cannot be assessed. 

			e. Map scale and uncertainty

			As addressed above, the map scale limits the size of detail that can be visualised on the map. Particular cases are geological and similar maps, which represent, technically speaking, an exhaustive partition (or tiling) of the investigated domain into non-overlapping polygons. Not only the availability of geological samples, but also the map scale limits the size of detail which is displayed on the map. In a larger scale (finer) map, a polygon of a coarser map may disintegrate into different units; borders of polygons will generally be rougher than the corresponding ones on the coarser map. Therefore, assigning a geological unit to a sampling point using a geological map, is affected by uncertainty due to the scale of the geological map. See Section 3.5 in Cafaro et al. (2014) for more details on this subject.

			f. Map resolution and coverage

			As explained in b., aggregation and interpolation lead to a certain coverage of the domain by mapping units such as grid cells. While the cell size defines resolution, it is also related to map scale, as discussed in this section. 

			For an aggregation map, based on a given a set of point data, coverage increases with cell size, i.e. with decreasing resolution. This is because smaller cells are more likely to contain no data than larger cells. As an example, Figure 2-44 shows a region of the European Indoor Radon Map; the original based on 10 km × 10 km grid cells shown on top (left the mean ln(Rn), right log (n), n - number of data per cell) and re-aggregations into 20 × 20, 50 × 50 and 100 × 100 sized cells. One recognises that with the original resolution, the map contains many empty cells, while with lower resolution, the region is completely covered (Figure 2-45). With lower resolution, not only the degree of detail decreases, but also maxima and minima are smoothed away (Figure 2-46), while on the other hand, precision increases. In Figure 2-47, precision is indicated by 1/uncertainty, where uncertainty is approximately proportional to 1/√n. The graph shows the mean of √n over all cells.

			Summing up, by aggregating data into larger cells, one loses detail (the picture becomes ‘blurred’), while one gains precision, because each cell value relies on more data. This has been called the resolution-precision dilemma or uncertainty principle of sampling.

			
				
					[image: ]
				

			

			
				
					[image: ]
				

			

			Figure 2-45.

			Coverage of region shown in Figure 2-44, in dependence of cell size (side length of quadratic cells) in which the data are aggregated.

			Source: Graph created by Peter Bossew.
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			Figure 2-46.

			Maxima and minima of mean (in cells) ln(Rn concentration), in dependence of cell size.

			Source: Graph created by Peter Bossew.
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			Figure 2-47.

			Maxima and minima of mean (in cells) ln(Rn concentration), as a function of cell size.

			Source: Graph created by Peter Bossew.
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			Figure 2-48.

			Screenshot showing the monitoring stations of the EURDEP network.Source: http://eurdepweb.jrc.ec.europa.eu/EurdepMap/Default.aspx

			2.4.4 Geometry of point samples

			Quantification of point patterns

			Monitoring locations in a country can be understood as points in a domain. As an example, Figure 2-48 shows how the spatial design can be very different between countries (e.g. the geographical distribution of monitoring stations within a country participating to the European Radiological Data Exchange Platform (EURDEP) network; more details about EURDEP are given in Chapter 4). This reflects the different policies underlying the networks, as discussed in Section 2.4.6. 

			Since the first half of the 20th century, numerous studies have been performed about quantification of point patterns. Most were motivated by studies in vegetation ecology, for example the distribution of tree species.

			Readers interested in the theory and quantification of spatial point patterns are referred to Cressie (1993), Chapter 8.

			Analyses shown here were made with CrimeStat 3.3 (Levine 2010), Past 3.20 (Hammer 2001 - 2018) and homemade software. 

			Most popular statistics are based on distances between sample points or between random points in the domain and sample points. For a comparison of methods, see e.g. Cressie (1993) or Liu (2001). For the purpose of this Atlas, two statistics will be addressed here.

			Point density

			The density of points xi at a target location x0 (e.g. a grid node) can be estimated by counting the points xi in the neighbourhood of x0 and dividing the number by the area of the neighbourhood. These can simply be squares (grid cells) or circles around x0. More advanced approaches are kernel density estimates: here points are counted in a weighted manner, where the weighting function is called the kernel. The estimated density at location x0 equals:

			[image: ]

			where [image: ] is the distance (normally Euclidean) between point xi and target location x0, and k(.) is the kernel function. A function which simply equals 1 within a radius, 0 otherwise, is called uniform kernel. Commonly used is the Gaussian kernel,
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			where h is called the bandwidth. The resulting density map is ‘noisier’ for small and ‘smoother’ for large h values. A rule of thumb (used here) for an optimal bandwidth (in the sense of minimising the error) seems to be h ≈ max(sx, sy) 0.7 n-0.2, where n is the number of points, and sx and sy are standard deviations of x- and y- coordinates of the points. An alternative is adaptive bandwidth, which is tailored so as to account for local density. However, its implementation is more computationally expensive.

			The effect of the bandwidth on the kernel density is shown in Figure 2-49 for the Austrian stations of the early warning dose rate network contributing to EURDEP. Gaussian kernel was used, and a bandwidth of h = 30 km is about optimal in this case. In the extreme case of high resolution, each sampling point would be represented by its individual ‘bullseye’ in the density map. Apparently, such a map would not convey useful information. On the other hand, a resolution that is too low leads to a grossly ‘blurred’ or ‘smeared’ picture, which is equally uninformative. Information-theoretical arguments have been proposed for determining the optimal bandwidth. 
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			Figure 2-49.

			Kernel density estimates of the Austrian stations of the EURDEP network. Gaussian kernel, bandwidths: h = 15 km (left), 30 km (centre) and 50 km (right). Density unit: 1/m².

			Source: Graphs created by Peter Bossew.

			Measure of dispersion

			a. Spatial randomness and Clark-Evans index 

			Monitoring points are chosen according to a defined network policy (Section 2.4.5). The resulting pattern can be quantified according to its relation to a random pattern, i.e. points in the domain chosen randomly.

			The classical test to decide whether a 2-dimensional set of points is randomly distributed (mathematical speaking, following a Poisson process), has been designed by Clark & Evans (1954). They showed that under the assumption of complete spatial randomness (CSR; the null hypothesis), the expected mean distance between nearest neighbours equals:
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			where A is the area of the domain, and n is the number of points. 

			The Clark-Evans index, 

			[image: ]

			where dNN is the empirical mean nearest neighbour distance, 

			and is distributed approximately ~N(1, s),

			[image: ]

			which can be used to calculate the false acceptance probability of the null hypothesis.

			CE > 1 indicates that points are, on average, more dispersed as would be expected for a random pattern, while CE < 1 indicates clustering. Regular patterns have CE > 1.

			The histogram of nearest neighbour distances dNN for Austrian EURDEP stations is shown in Figure 2-50. One can see that larger dNN are more frequent than would be expected for a theoretical random distribution (black curve; based on convex hull as area estimate, no border correction), indicating overdispersion, CE > 1. 
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			Figure 2-50.

			Histogram of nearest neighbour distances, Austrian EURDEP stations. Curve: theoretical distribution.

			Source: Graph created by Peter Bossew.

			b. Pielou index 

			Pielou (1959) proposed an index based on a statistic derived from distances between random and sample points, instead of between-sample points, as for the Clark-Evans index. The Pielou index is defined as
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			where K is the number of random points, and dNNk is the distance between the random point and its nearest neighbour among the points of the sample and ρ is the density. 

			For a random pattern, PI ~ N(1,1/K) for large K, which can be used for testing. Low values of PI indicate clumped or aggregated, high PI to dispersed patterns.

			c. Multiscale dispersion

			Evidently, the CE and PI analyses (and others of that kind) capture only average behaviour. As the example of the EURDEP monitoring stations in France shows (Figure 2-48), stations can be overall dispersed but showing clusters that form themselves a certain pattern (in this case, they are clustered around nuclear plants).

			Among several options, we shall shortly address the common Ripley K or L function. Imagine a circle of radius r around each sample point (or any point in the domain). For a regular or random point pattern, the mean number of points inside the circle increases with r², because with constant point density ρ the number of points in a circle with radius r equals ρ r² π. Deviation from this behaviour points to clustering or overdispersion at a certain scale (r). This scale effect is captured by the transformed Ripley’s K statistic,
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			with dij is Euclidean distance between points i and j and the Heaviside function Θ(x) ≡ I(x > 0) = 1 if x > 0, = 0 otherwise (indicator function). For CSR or regular patterns, E[L(r)]=0. The null hypothesis can be tested by simulation. 

			This function plays about the same role as the variogram for continuous quantities (Section 2.4.5).

			Fractal measures

			Fractal methods investigate – qualitatively speaking – the dependence of statistics on scale or resolution. Here we concentrate on geometrical properties of point sets. The concept can be extended to study the geometric properties of the value levels attached to the observation points, or to a random field as a whole, leading to multifractal theory. 

			a. Correlation dimension

			Draw circles of radius r around a point of the network and count the number of other points that lie inside this circle. Repeat this for all points and compute the arithmetical mean, N(r), of the counts per circles. N(r) is essentially the double-sum term in the definition of Ripley’s L(r) function above, also called point correlation function. N(r) × sample points is the number of pairs with distance below r. 

			Repeat this for several radii r and graph N(r) versus r. For a fractal pattern, log N(r) is a linear function of r, or N(r) ~ rD2. The exponent D2, which equals the slope in the log-log plot, is called the correlation dimension.

			For regular or random patterns, D2 = 2, because the number of points enclosed in a circle increases with its area, i.e. with r². D2 < 2 indicates that there are ‘holes’ in the pattern, so that fewer points are enclosed in increasing circles than expected, if the points would cover the domain uniformly. 

			A more rigourous treatment starts with the so-called correlation integral,
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			where d is a distance (normally Euclidean) between points i and j. The classical reference is Grassberger and Procaccia (1983), estimation aspects e.g. in Theiler (1990). 

			Figure 2-51 shows the correlation functions (in terms of log N(r) vs. log r) of the EURDEP networks for four countries. For Germany (DE) and Turkey (TR), the relationship is reasonably linear over a long range, indicating fractal behaviour over those ranges. France (FR) and Switzerland (CH) show a deviation for lower ranges due to the station clustering around nuclear installations. These networks are better described as multifractals.

			b. Box dimension

			If the domain is covered by ‘boxes’ (squares) of side length δ, one can count the number of boxes that contain sample points. 

			The box dimension is defined as
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			where n is the number of occupied boxes, δ is the box side length and 1/δ is the resolution. This can be estimated by calculating the ratio for several δ and extrapolating to zero (or 1/δ to the highest achievable). The theoretical value for a uniform (regular or random) pattern is D0=2, because the number of occupied boxes increases linearly with the inverse of their area (as long as the boxes do not become so small that most fall into the voids between the points) or with 2nd power of their inverse side length or resolution.

			However, if there are ‘holes’ in the pattern, smaller boxes are less and less able to cover the points, and consequently their number will increase with lower than 2nd power of resolution. The deviation of D0 from 2 is therefore a measure of the ‘patchiness’ of the pattern. In Figure 2-52, the regression is shown for the set of non-empty 10 km × 10 km grid cells, which constitute the European Indoor Radon Map. The Box fractal dimension D0 of this set equals 1.73, according to the analysis, plausibly, given the large ‘holes’ in the dataset and in the map (more details on the European Indoor Radon Map are given in Section 5.4.4). 

			Box and correlation dimension are members of a family of fractal dimensions, called Renyi dimensions Dq (e.g. Wikipedia: Fractal dimension). Of particular interest is the case q = 1, called information dimension (Renyi, 1959). The term fractal dimension was coined by Mandelbrot (1967).
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			Figure 2-52.

			Box dimension D0 of the indoor Rn dataset of the European Indoor Radon Map (Section 5.4). Resolution = 10 km/linear box size (km); N = relative number of non-empty boxes.

			Source: Graph created by Peter Bossew.
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			Figure 2-51.

			Correlation functions of EURDEP networks for 4 countries.

			Source: Graph created by Peter Bossew.

			c. Lacunarity

			Evidently, patterns cover or fill their domain to different degrees. Some networks provide more or less uniform coverage, while others leave “holes” or “gaps”. The differences are quantified by the lacunarity function,
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			where where CV is the coefficient of variation (CV = standard deviation / arithmetic mean) and N(r) is the number of sample points in a box of size r. (The boxes can be contiguous squares or rectangles or sliding boxes or circles, leading to slightly different definitions.) 

			Qualitatively speaking, lacunarity captures the differences in point density (Section 2.4.4), estimated with kernels of different sizes. For references, see Allain & Cloitre (1991), Plotnick (1993, 1996) or Reiss et al. (2016).

			Figure 2-53 shows the Λ(r) functions of the automatic ambient dose rate stations that contribute to the EURDEP network, for a dozen European countries. One can recognise that the lacunarities (i.e. the CV) differ between countries, but also that the shapes of the functions differ, reflecting different heterogeneity at different spatial scales.

            
			Estimation relies on the moving window approach. Uniform kernels of different radius r were attached to grid nodes. The estimate is biased because it assumes a rectangular domain, thus unrealistically including void areas inside the rectangle but outside the actual territory. Coordinate rotation, which results in different bounding rectangles, leads to up to 25 % variability of absolute Λ, but the shape of the functions is preserved.

                

			Edge effects

			All methods suffer from so-called edge effects. Since the domains are necessarily limited, performing analyses close to domain borders introduces biases if one assumes that in reality the pattern extends across the border, but has not been observed. In software, this is often compensated by introducing edge corrections based on assuming rectangular or at least convex domains (estimated as the convex hull of the points). On the other hand, if the pattern of interest is truly limited, as is the case for stations of one particular country, one may argue that edge effects are not statistical biases (because of deliberately cutting out an analysed domain from a larger, but unobserved u realm) but true effects which do not need to be corrected. This latter approach is followed here. On the other hand, the effect, true or induced by domain cropping, can in particular invalidate analyses such as Ripley K and fractal dimension.

			Another problem with interpreting point pattern statistics appears for fractured territories, e.g. Greece, where in large parts of the domain stations cannot be located even hypothetically because they would lie in the Aegean Sea. Analysis would then require detailed modelling of the domain and possibly computationally expensive simulations.

			Clustering

			Very often, measurement locations of environmental spatial datasets are spatially clustered. Reasons can be that the dataset results from merging several sets with different sampling policy; that a survey has been preceded by a regional pilot study whose data were then integrated into the main dataset; or that preferential sampling has been performed on purpose.

			Reasons for intentional preferential sampling can be:

			
					Areas with anticipated higher levels are considered more important and should therefore be sampled more intensively;

					Areas with higher population density are considered more important than less-inhabited regions;

					Particular information is sought for certain geological areas.

			

			Statistics derived from clustered data are biased if the sampling density is correlated with the level of the surveyed quantity. In this case, data points with high levels would be over-represented and distort the mean upwards. To some degree, this can be remedied by data declustering or by geostatistical methods. For the latter, see Section 2.4.5 below.

			Various methods are available for declustering. For example, one can divide the domain in cells of fixed size and draw one or several random points from each cell. Then the wanted statistic is calculated from these points. This can be repeated many times and a mean per cell size of the statistic calculated. Then the cell size is modified and the procedure is repeated. In the end one has a plot of the mean of the statistic in question versus cell size. A reasonable choice for the appropriate size of the declustering cells is the one at which the graph approximately levels in. 
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			Figure 2-53.

			Lacunarity functions of the EURDEP network in 12 European countries.

			Source: Graph created by Peter Bossew.

			2.4.5 Network and survey design

			Network policy

			Monitoring stations (e.g. for radiation early warning systems, EURDEP) or sampling points (e.g. for radon surveys) will be selected according to criteria derived from the purposes of the networks. 

			For EURDEP, network policies have been distinguished in the AIRDOS project:

			
					Uniform coverage of the territory, to be able to achieve a comprehensive picture of the radiation situation in the case of a large-scale nuclear event.

					Preferential siting along borders, as early warning against airborne contamination from outside the territory;

					Preferential siting around nuclear facilities, as early warning in case of emissions;

					Preferential siting in populated areas, because this is where most of the dose would occur, and therefore finer spatial resolution is striven for. 

			

			Of course, networks can be designed to serve different purposes. For EURDEP, see further discussion in Chapter 4. 

			Sample schemes of environmental quantities such as pollution surveys are often designed to account for areas in which high variability or high gradients are anticipated (sometimes based on previous knowledge, such as pilot studies or known properties of the emission characteristic and/or of the environmental compartment in which emission took place). Population density or vulnerable ecosystems are also common, and obviously important factors which motivate intense sampling.

			For radon studies, one strives to achieve representative sampling, if the purpose is estimation of doses. However, one objective can also be to explore areas with known or anticipated (e.g. based on geological information) high radon concentration, which is an example of preferential sampling.

			Geochemical surveys are often motivated by resource exploration. Sampling schemes will preferentially be directed towards areas in which higher concentrations of the sought mineral is expected. On the other hand, background studies will establish sampling schemes that are representative for a certain geological unit.

			Survey planning

			a. Establishing a sampling plan

			In many instances, the most demanding part in conducting a survey is to develop its design, in particular its sampling scheme, suited to meet its purpose. This is particularly true for indoor radon surveys. Its success depends on the validity of the sampling procedure. Because this subject is particularly complicated, this section is restricted to indoor radon surveys.

			Sampling means to take a representative portion from the whole of the buildings or the population for testing in order to evaluate the exposure or to define an area where high radon concentration could be found. The aim of sampling is to reveal information and to enable measurement results to be related to the whole population with confidence. There is no single optimal approach to sampling. For that reason, the sampling or observation should be designed carefully, because sampling is central to the accurate estimation or prediction of properties of areas. Poorly designed and inadequate sampling can lead to biased predictions with large errors which, in turn, can have consequences for decision-making. An optimal sampling design is one which allows the best possible estimation of the target quantity, while at the same time accounting for constraints related to economical limits and logistical constraints such as difficult accessibility or non-availability. 

			The keyword here is representativeness. As a reminder, a representative sample is one which has the same statistical properties (up to tolerance) as the population (in statistical sense) from which it has been drawn. In most cases, the target of a survey is to assess the mean concentration or exposure; thus the empirical arithmetical mean of the sample must be the same as the true (but of course unknown) population mean; other characteristics of the statistical distribution are less relevant in such a case. 

			b. Validation of representativeness

			When an indoor radon survey is conducted, as a matter of rule, questionnaires are distributed. These are intended to acquire information on the building and room characteristic and on sociological factors. Provided that the questionnaires are filled correctly (deviation, errors or intentional wrong information, which are generally difficult to recognise, are a source of uncertainty), statistics derived from them, e.g. about the frequency of certain types of buildings, can be compared with independent statistical sources, e.g. census data. Coincidence is a necessary condition for accepting the representativeness hypothesis. (Sufficient conditions are probably impossible to meet, and checks of the type indicated will usually do.)

			c. Design- and model-based approaches

			Two types of approaches are often distinguished: Design-based and model-based. 

			If a sampling design is chosen in such way that the derived results can be derived directly from the data one speaks of a design-based approach. For example, if the objective of a radon survey is mean exposure in a certain municipality, one would distribute detectors representatively, i.e. such as to represent all sources of variable radon controls according to demographic reality, and measure over a long period. The wanted quantity is then, simply, the arithmetical mean over samples.

			Design-based sampling is the classical statistical approach to sample design, which aims to estimate the population parameters, such as the mean and the variance, without bias. The population is the set of all units of interest. The probability of selecting any site is determined by the sampling design. In order to obtain a sample that is representative of the population exposure, it is sufficient to select a random sample from the list of all the dwellings or inhabitants in a country or region. This is called a simple random sampling. Randomness of dwelling (inhabitant) selection and completeness of dwelling (person) list are the key elements to selecting a representative sample (IAEA, 2013). In simple random sampling, the units are chosen with equal probability from the target population. The determination of the sample size (number of sample) for simple random selection is directly proportional to the dispersion and guaranteed probability, and vice versa with maximum allowable error rate. Typically, there is a pre-orientation for the accuracy with which we need to evaluate the characteristics we are interested in.

			Often, however, a representative design is not achievable. This is particularly true if evaluation shall be based on an existing, non-representative dataset, which may be a compilation of previous data or partial surveys, possibly having had different purposes. In this case, the design-based approach, relying on an appropriate sample, is not possible. The situation can still be remediated by applying models. In indoor radon surveys, for example seasonal correction can be applied if measurement periods are not uniform (e.g. all spanning one year, or all 3 months in the transition periods of spring or autumn, etc.). Deviation from spatial representativeness, which means that spatial sampling density is not strictly proportional to population density everywhere, as it should be in a design-based approach if the survey target is to assess the population exposure, can be fixed by applying geostatistical means (Section 2.4.6). In any case, the model-based approach introduces additional uncertainty. Hence, while the model-based approach is more flexible, it is technically more challenging.

			Guidelines for establishing correct sampling plans and statistical considerations can be found in WHO (2009) (Section 6), IAEA (2013), Bossew (2014), and references therein. A useful document on design- (or probability sampling) vs. model-based sampling is Hansen et al. (1983).

			An indoor radon survey where much care has been invested in representativeness, is the first Austrian survey (Friedmann, 2005).
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			Optimisation of monitoring networks

			In reality, monitoring networks often grow according ad-hoc true or assumed needs, and their patterns are thus historical products, so to say. Sometimes one realises that they are not optimally adapted to a purpose: a too dense monitoring network in a region may produce redundant information, while a too scarce network may lead to missing information, which may however be needed for generating an overall picture.

			As said, the pattern reflects network policy. There may be several possible conflicting criteria underlying a design. For example, high resolution (dense network) conflicts with economy (monitoring stations is expensive); comforting public concern (many stations in a densely populated area) may lead to unnecessary redundancy; and so on. 

			Treating the problem formally, a loss function is defined which is built from the criteria which define the network policy. The network is arranged, or an existing network rearranged such as to minimise the loss function. Rearranging means inserting, deleting or relocating stations. Among criteria are:

			
					the spatial resolution (or the degree of detail) with which one wants to be able to assess an anticipated phenomenon (a pollution scenario, variability of indoor radon concentration due to geological variability, etc);

					the uncertainty of estimates at unsampled locations, if interpolation or other modelling is applied (Section 2.3.6);

					public demand for a denser sampling network;

					costs of building, operating and maintaining a network.

			

			Evidently, the weights given to different criteria are a political decision. Formal minimisation of a loss function may be computationally demanding, although theory and practical examples exist. References include the textbook by Müller (2007).

			2.4.6 Mapping

			Types of maps

			Geographical quantities can be displayed in different ways. The simplest way to display georeferenced data is as post maps, where symbols are set on the data location. The value is coded by means of a different symbol, different symbol size or different symbol colour. Values can be ordinal (such as real numbers) or categorical (‘good’, ‘bad’, ‘ugly’). 

			In level maps, the mapping units (grid cells or pixels from the map perspective) of interpolated or aggregated data are colour coded. An alternative is to display as a 3D map, where the elevation of a ‘mountain’ stands for the level. Hence, this requires ordinal quantities. 

			For class maps, mapping units can also be assigned to categories, such as ‘limestone’, ‘granite’, etc. Usually mapping units are polygons in which the category takes the same value, but this is also possible on a grid base: regions where cells contiguously represent the same category substitute the polygons. 

			A particular case of a class map is the contour map. In a level map with continuous response, points with the same value can be connected, forming contours or isolines. The spacing of contour levels is specified by the mapper. The area between contours that represent subsequent contour levels, is assigned one level code, usually a colour. Effectively, the level map is thus transformed into a class map of ordinal classes. Such maps are very popular, but have the weak point that contours suggest an accurate reality, although in fact they are estimates whose uncertainty (i.e. where the contour line ‘really’ runs) is difficult to display. 

			Clearly, the visual appearance of a map depends strongly on the chosen resolution and map scale (see also Section 2.4.3).

			Projection

			A map is a flat object with Euclidean geometry, while the surface of the Earth is a spherical object. Gauss’ theorema egregium (1828) states, ‘Si superficies curva in quamcumque aliam superficiem explicatur, mensura curvaturae in singulis punctis invariata manet. Manifesto quoque quaevis pars finita superficiei curvae post explicationem in aliam superficiem eandem curvaturam integram retinebit’, from which follows that surfaces with different curvature (such as planes and spheres and their respective topological identicals) cannot be projected on each other without distortion. Any projection of the Earth to a plane is therefore a compromise, and one tries to select the best one for a given purpose. An immense body of geodetic literature exists about this problem. Compendia of map projections include Snyder (1987) and Annoni et al. (2003).

			For maps encompassing the entire European continent, the INSPIRE Directive recommends using the Lambert azimuthal equal area (LAEA) projection, a version of which has also been applied for the European Atlas of Natural Radiation. INSPIRE (2007) is a Directive of the European Parliament and of the Council about infrastructure for spatial information in Europe. Among the relevant documents is INSPIRE (2014; p.11).

			Aggregation

			Point data can be aggregated into spatial units such as grid cells, municipalities or geological units. Typically, arithmetic or geometrical means or medians of data located within a unit are calculated. Other statistics are also common, such as exceedance probability (the probability that in a unit, a reference level is exceeded) or measures of dispersion (coefficient of variability, CV, or geometrical standard deviation, GSD, and others), if one is interested in the variability of the quantity within a unit. Clearly, the precision (and for some statistics also the accuracy) of an aggregated quantity depends on the sample size.

			As an example, the European Indoor Radon Map consists of grid cells of size 10 km × 10 km, into which the following statistics have been aggregated by participating countries: number of data (i.e., sample size), the arithmetic mean (AM), standard deviation (SD), arithmetic mean and standard deviation of the natural logarithm (AML, SDL), median, minimum and maximum. Original data remain with the participating countries for data protection and are not communicated to the JRC. 

			From this information, other quantities can be derived, such as exceedance probability or expected maximum, assuming that the process (indoor radon concentration, in this case) can be adequately described by some model; in radon studies, the lognormal (LN) model is particularly popular.

			As examples, assuming the LN model with GM and GSD from data one can obtain:

			
					Quantiles to percentile p, Qp := exp(Φ-1(p|GM,GSD)), to be estimated

			

			[image: ] 

			
					Exceedance probability: prob(Z>z) := Φ((ln GM – ln z)/ln GSD), estimator

			

			[image: ]

			
					Quantiles of the expected maximum in a cell: see Qp(Yn) = FZ−1(p1⁄n), where Yn := max {z1, ..., zn}, FZ the distribution of the underlying population, e.g. LN. For the estimated median maximum, p=0.5. The expected maximum, E(Yn), is mathematically more complicated.

			

			More sophisticated (unbiased) estimators can be developed.

			Filling grid cells or other geographical units by aggregation is a simple method. However, it is sensitive to deviations from representativeness of the individual data (for example, if they result from preferential sampling within the unit, which can produce bias) or to low sample size (which results in low precision of the statistics). Additionally, it treats the input data as independent individuals, i.e. not spatially correlated (see next paragraph).

			Spatial correlation and interpolation

			If mapping is supported by modelling that accounts for the statistical association between observations within a vicinity, the problem of uncertain data or statistically poor cells is alleviated to an extent. The physical reason is similarity between adjacent values of the observed quantity for continuous variables; Tobler’s First Law of Geography states: ‘Everything is related to everything else, but near things are more related than distant things’ (Tobler, 1970).

			Consequently, estimating the quantity at a point or in a grid cell, considering neighbouring points or cells, takes advantage of the information contained in the ensemble of points or cells in the neighbourhood, even if the point data may be uncertain or the cells poorly populated. An example is given in Figure 2-54, which shows the auto-correlogram of the variable: AM(ln of radon concentrations in ground-floor living rooms) within 10 km × 10 km grid cells, as used in the European Indoor Radon Map. One can see a correlation of 0.6 between neighbouring cells (lag = 10 km), decreasing with distance. 

			For cell data, for example means of individual data within grid cells as done for the European Indoor Radon Map, measures of reliability that correspond to uncertainty of individual measurements may simply be the number of data points included. Also relative standard errors [image: ] or confidence intervals of the mean or the geometrical standard error [image: ] can serve this purpose. In variogram-based interpolation, as in kriging, this uncertainty is included as the nugget effect, estimated by extrapolating the variogram to lag=0 or by including replicate observations (i.e., lag=0 exactly) into the analysis. The latter option is not available for cells which exist only once at each cell location by default. (Bootstrapping could circumvent this, i.e. by generating random replicates of cells, but it is rarely used in this context probably due to the high computational effort.)
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			Figure 2-54.

			Auto-correlogram of AM (natural logarithm of radon concentration in ground-floor rooms, dataset of the European Indoor Radon Map; Section 5.4).

			Source: Graph created by Peter Bossew.

			Interpolation methods

			Interpolation means estimating values of a quantity at locations where it has not been measured. 

			A very simple and popular method is Inverse Distance Weighting (IDW), which calculates the value on the target point at location x0 as the weighted mean of all (or a fraction of) measured values at locations xi ≠ x0. The weights are defined as w(x0, xi) = 1/d(x0,xi)p, where d is the distance (usually Euclidean) between x0 and xi and p an exponent. Most common is p=2, but adaption is possible by optimising e.g. through cross-validation. Implementation is simple and fast, but there is no guarantee that the method minimises the estimation error. It also does not respect the auto-correlation structure of the variable (see previous section).

			A very frequently used method that minimises estimation errors and accounts for autocorrelation is kriging (which is actually a family of methods). Under certain, but relatively rigid conditions, kriging yields local uncertainty. However, for estimating uncertainty, confidence intervals and local exceedance probability, mostly simulation-based methods are used (which at some stage also use kriging). In general, these methods are computationally more demanding. For more information, the reader is referred to standard geostatistical textbooks, such as Cressie (1993), Goovaerts (1997), Chilès & Delfiner (2012), Bivand et al. (2013).

			Due to their computational demand, machine-learning methods are relatively new, among them support vector machines, regression trees and random forests, etc. Often (but not always) they yield superior results, in particular if predictors are included to improve estimation (such as geology or uranium concentration in the ground when estimating geogenic or indoor radon), and for classification problems. See, for example, Kanevski et al. (2009).

			Classification

			Often the main purpose of a map is to display where a condition is met or not. Typical examples are radon priority area (RPA1) maps, which indicate whether an area is labelled RPA or not, in case of binomial RPA definition, or to which priority class it belongs, in case of multinomial definition. The resulting map can be understood as a class map.

			A class map can be generated from a level map by assigning uniform level codes between level thresholds, e.g. blue below a reference level and red above (technically speaking, performing an indicator transform on the levels). The procedure is similar to creating a contour map, with only one contour line in the bivariate case which divides the area into two (possibly topologically complicated, i.e. non-connected) areas, one in which a condition is fulfilled, the other, where it is not.

			Estimation methods which yield class membership of a mapping unit directly are also available, i.e. without previous estimation of the full level map, which contains more information than necessary for a class map. A relatively difficult problem is uncertainty of classification. In contrast to uncertainty of a level value (which can be expressed as a confidence interval), this requires assessment of misclassification probabilities. Key terms are first- and second-kind error: If it is estimated that a condition – e.g. to be RPA - is fulfilled, while in reality it is not, one speaks of a first-kind error or false alarm. Conversely, if a condition is fulfilled in reality but this is missed by the estimate, this is called second-kind error or false non-alarm. 

			A classification-type RPA map which visually divides a domain into neatly separated classes can be criticised on the same grounds as a contour map. This can lead to severe misunderstandings and misinterpretation, if naively used as a decision tool.

			The topology of areas which represent classes strongly depends on map resolution and to some extent on map scale. The higher the resolution, the more likely it is that a contiguous area disintegrates into disconnected areas, in particular for underlying quantities which have high geographical variability by their nature, such as typically geogenic and indoor radon concentrations.

			2.4.7 Interpretation, documentation, quality assurance

			Interpretation and documentation

			Data need to be interpreted adequately to be meaningful. Thus, advanced statistical tools are necessary to extract relevant information from the data. Observations can be affected by many sources of uncertainty which may even conceal the wanted information behind ‘noise’.

			It goes without saying that proper documentation is a prerequisite for repeatability of an investigation, as another essential element of quality assurance.

			Statistics from spatial data

			Global statistics refer to the entire dataset within a domain, while local statistics may refer to neighbourhoods or grid cells. Literature on the subject is ample. 

			a. Basic univariate global statistics 

			Perhaps the most important statistic is the mean, whose unbiased estimator is the empirical arithmetical mean of data. Also the geometrical mean and the median can be useful, but should be used with consideration. For relative dispersion, the coefficient of variation CV is often used, as is the geometrical standard deviation GSD. 

			CV := standard deviation / arithmetical mean = SD/AM. 

			GSD := exp(SD(ln data)). 

			Other dispersion measures are based on quantiles, such as Qdev95 = (Q95-Q05)/(Q95+Q05), where Q95 is the 95th and Q05 the 5th percentile of the data, respectively. 

			Variability must not be confused with uncertainty of the mean, or relative standard error. The former quantifies the dispersion of the data, from which a mean may be estimated. The latter is the uncertainty attached to that mean. 

			Also important is the univariate data distribution, as histogram (empirical probability distribution function) or as quantile plot (empirical cumulative distribution function).

			Statistics derived from clustered data (Section 2.4.4) are, in general, biased. This may be remediated by data declustering or applying geostatistical methods. Clustering with respect to the surveyed population is a special case of deviation from representativeness, which is the general source of bias.

			b. Global two-point statistics

			For certain purposes, such as kriging interpolation, important information is the association between data at different locations. See Section 2.4.6.

			c. Multivariate statistics

			Often several quantities are reported, such as uranium concentration in the ground, ambient dose rate and geogenic radon concentration. These may have been measured on the same points (collocated data) or at different points (non-collocated data). Of particular interest is the correlation between the quantities. For non-collocated data recovering correlation can be a difficult problem.

			In analogy to the univariate case, multivariate distributions and multivariate two-point statistics can be investigated. 

			d. Statistics over aggregates

			Like point data, aggregates (cells which carry a value or other area units such as municipalities) can themselves be subjected to statistics. However, one should be careful not to confuse statistics performed on aggregated data with the ones on the data. For example, correlation between aggregates of two quantities is generally higher than the one between the data themselves, because the aggregates are less affected by noise (uncertainty) than the data. For example, it may be difficult to reveal the correlation between uranium concentration in the ground and indoor radon concentration. However, if both quantities are aggregated into cells or other areal units, the correlation may become visible.

			e. Anomalies, outliers, extremes, hot spots

			There is no standard terminology here. 

			Outlier: a value that differs significantly from other observations in the same sample. Reasons can be:

			
					observation error or uncertainty;

					an accidentally isolated extreme of the population;

					an instance which belongs to a different population.

			

			A multivariate outlier is not necessarily an outlier of any individual univariate distribution involved. Be aware that whether a value is an outlier depends on the assumed distribution. 

			Extreme: The highest or lowest value of a set. It does not say anything about its nature, i.e. whether it is a data error, a statistical artefact or representing a true phenomenon.

			Anomaly: a point or a region in which the variable behaves differently from most of the data domain or of its neighbourhood, or simply being ‘too large’ (or too small) than is considered typical for that part of the field. An anomaly may be an outlier, but does not necessarily need to be one.

			The concept of anomaly cannot be separated from the one of background, as an anomaly is a value distinct from the background. Among methods for identifying spatial anomalies are:

			
					Establish a background model and find data which significantly deviate from the background;

					Estimate the bivariate distribution of values and their neighbours in a given (small) distance, and find outliers from the bivariate distribution (e.g. by Mahalanobis analysis).

					Compare values with the ones in their vicinity and find the ones which lie in the critical region of the distribution of a null hypothesis (H0: no deviation). One interesting method, based on fractal considerations, is the local Hölder exponent (Cheng, 1999). 

			

			Hot spot: seems to be mostly used for points, or a cluster of points, or small regions, where the variable takes anomalously high values. Reasons can be:

			
					A region in which the background process takes high levels;

					A region which is the domain of a separate process.

			

			Distinguishing these can be quite complicated. In environmental studies, isolated extremes should not be discarded as outliers without careful consideration. Sometimes they contain most important information, depending on the purpose of an analysis.

			The terms anomaly and hot spot mostly seem to denote ‘true’ effects, i.e. not related to observation; ‘outlier’ seems to be neutral in this respect, i.e. can also denote observation effects. 

			A summary of outlier detection and problems involved can be found in Ben-Gal (2005).

			f. Data transforms

			It may be useful to use transformed instead of original data. Right-skew data are often log-transformed because certain relationships become visible which are otherwise hidden by data noise or by the presence of very high values. For procedures which require normally distributed data, log-transform can help when lognormality (LN) is assumed, or Box-Cox or normal score (z-score) transforms. In these cases, the sample is transformed such as to generate a normally distributed sample. 

			Data transforms must be applied with care. Back-transform of results attained with transformed data may not be easy. Beware also that the multivariate distribution of quantities transformed to normal individually is not multivariate normal, in general. 

			Quality assurance

			We may distinguish between three levels of quality assurance (QA).

			
					Design QA: sampling such that the purpose or target of a study (e.g. AM of the population in an area) can be met with a given tolerance; this implies sample size and provision for representativeness of the sample.

			
					Data QA: This concerns ‘classical’ metrological QA, i.e. correct experimental procedures, in particular calibration and measurement, proper consideration of uncertainty that occurs in different stages of the procedure and of detection limits.

			
					Evaluation QA: This part deals with selecting a proper evaluation methodology, selecting adequate models and correct statistics, while considering model-induced uncertainty whenever possible.

			

			Implementation of proper QA can be demanding, but is a prerequisite for a valid end product. However, one has to recognise that it is often difficult to achieve a complete uncertainty budget, in particular in special studies which may include a rather long chain of aggregation and modelling steps.

			A part of proper QA (level 3) is adequate and correct statistical treatment. Also this can require advanced methods; just to name the missing data problem (including measurements below detection limit), bias correction of statistics (typical: standard deviation), or respecting the composite nature of certain quantities (typical: geochemical data).

			

			
				
					1 The term has been coined to express that these are areas in which preventive or remedial action should be applied with priority. The frequently used term 'radon prone area' has been criticised as suggesting that in an area not labelled RPA, no radon problem exists and no action would be required. Due to the high variability of radon, also non-RPA can have high radon concentrations, but with lower frequency, and therefore lower priority might be assigned.

				

			

		

	
		
			4.4 Terrestrial dose rate mapping

			Natural radiation, composed of cosmic radiation, terrestrial radiation and of radionuclides in air and water sources, varies as a function of latitude and altitude. Terrestrial radiation varies according to the lithology of rocks, genesis and age of rocks and by absorption at the Earth´s surface. Indeed the radioactivity of rocks is widely studied since rocks are the prevailing material for house construction.

			Due to physical properties of different types of radiation and their penetration, gamma rays are often detected as a measure of the terrestrial radiation. Gamma-ray fields of regional geological objects or areas can be specified by the dose rate and expressed in nGy/h, or by the rate of photon dose equivalent and expressed in nSv/h. 

			Dose rate maps provide fundamental knowledge of the natural radiation environment, an initial parameter for the radiation protection. Since rocks are the basic building materials, their radiometric signatures and contents of K, Th and U are studied for their applicability in building industry. Localisation of anomalies of terrestrial gamma dose rate is the fundamental technique for exploring radioactive raw materials, as has been described in numerous publications of the IAEA (1979).

			Recently, the potential of terrestrial dose rate maps to serve on the regional scale as predictors of radon risk has been investigated (see Section 5.4).

			4.4.1 General overview 

			As described in Section 4.3, different data sources of ambient dose rate data and measurement techniques are available: 

			a. Field measurement – dedicated surveys

			Extensive radiometric measurements have been performed for geological mapping and surveys of the raw materials. More than fifty percent of the area of the Earth’s continents have been covered by airborne and ground gamma-ray surveys, focused predominantly on uranium prospecting (IAEA, 2010). Extensive areas and inaccessible areas have been monitored by airborne surveys, local objects have been investigated by ground measurements. The output of these surveys are maps of natural radioelements in rocks and gamma dose rate of rocks. Since airborne and car-borne gamma-ray surveys produce thousands of registered data, compiled dose rate maps have the capacity to depict irregularities in monitored radiation fields.

			Monitoring environmental radiation serves to estimate radiation levels and compare them with national reference standards. Resultant values of these investigations include cosmic radiation, terrestrial radiation and nuclear fallout dose rate. Since the nuclear fallout radiation levels vary over time, the year of measurement is significant. 

			Field airborne radiometric mapping with high-volume scintillation detectors (30 - 50 l of NaI(Tl)), at a standard height of 60 - 120 m, an airplane speed of 90 - 200 km/h, a field of view up to 400 m and 1 second scans provides numerous radiation data along the flight trajectory. The usual procedure for environmental radiation mapping is filter and aggregate data to a regular grid, corresponding to profile separation, before performing radiometric data contouring. Resultant radiometric dose rate maps (nGy/h) correspond to radiation of large geological bodies.

			Ground radiometric measurements, carried out along the profiles or irregular tracks over the area of interest, provides local dose rate data. Fundamental parameters affecting the reliability of the radiometric data are inhomogeneity of the geological basement, geometry of the terrain, change of the background and exposure time of single measurements. Dependence on portable instruments and their calibration results are introduced in dose rate (nGy/h), or in the rate of photon dose equivalent (μSv/h). 

			Basic references for evaluating airborne gamma-ray spectrometry are Beck et al. (1972), Miller & Shebell (1993), ICRU (1994), IAEA (1991) and IAEA (2003).

			b. Monitoring networks

			Systematic measurements focused on radioactive raw materials prospecting and localisation of radioactive anomalies are carried out in fixed-line separation, using airborne, car-borne and ground measurements, or rough terrain airborne contouring, while estimates of environmental radiation can also be based on observations at irregularly placed stations in the area of interest. An example of the latter on European scale is the EURDEP system, described in detail in Section 4.3.2.

			c. Calculation from geochemical data

			Computation of dose rate using known concentration values of natural radioelements K, U and Th in rocks and soils is based on the model of gamma radiation of the homogeneous infinite plane over the Earth´s surface. Constants for conversion of the unit K, U, and Th mass concentration in soil at a height of 1 m above the homogeneous soil surface cited in literature (IAEA, 2003; Will et al., 2003) differ negligibly, depending on selected density of rocks and applied radiation constants. The limiting parameter compiling a dose rate field is the source data. K, U and Th concentrations in surface rocks and soils can be effectively determined by in situ gamma-ray spectrometry, where the field of view and corresponding analyses depend on the detector elevation, while geochemical sampling represents local random samples of low mass.

			Mapping uncertainty

			Apart from the uncertainty of input data from which the maps are made, the mapping procedure itself is also prone to uncertainty. Maps made of sets of methodically different data, even if nominally measuring the same quantity, can therefore look different. This effect is inevitable by physical nature, but it can give rise to misunderstandings and miscommunication, and in consequence to credibility problems.

			a. Point samples

			‘Point samples’ of rock or soil have to be interpolated to generate a spatially continuous map. In this context, ‘points’ mean locations where individual pieces of material have been collected, or small areas from which several pieces have been collected and mixed. Inference to a contiguous map, or ‘response surface’, involves uncertainty.

			Sampling ‘points’ may not be representative for the quantity which one attempts to assess. If the target is to establish a map of the radiometric background, i.e. the average or ‘typical’ level over an area, including anomalies that may be small in spatial extension, may distort the picture. Because of their small size, interpolation may yield misleading results, in particular if the samples were originally collected to search for anomalies (e.g. in the framework of mineral exploration), i.e. for a different objective. Such objectives usually result in preferential sampling schemes, which can introduce heavy bias if used for background mapping. The clear separation, conceptually as well as in practice, of background and anomaly is a non-trivial subject, to which large amounts of scientific literature have been devoted.

			Interpolation between ‘point’ samples requires a model of how values at points in a neighbourhood are correlated. The model is usually estimated from available data and is therefore subject to systematic (see above) and random uncertainty, the latter as every estimation procedure. For more details on geostatistical procedures; see Section 2.4. 

			b. Area samples

			Ground-based ADR measurement or in situ gamma-ray spectrometry, usually performed at 1 m above ground, generates values that represent a weighted mean over an area whose radius around the location of the instrument extends from several 10s, up to 100 m, depending on the gamma-ray energies of the source and its distribution in the ground. The weighting function, called point spread function, can be quite complicated; in any case, the result is not a uniform mean over the detector ‘horizon’ or ‘footprint’. The ideal measuring situation is an infinite, even, empty plane, which is evidently not realistic. Deviation from this ideal geometry introduces bias into the result, which is generally difficult to quantify in terms of gamma rays. 
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			Mobile monitoring. Left: The experimental drone of the German Office for Radiation Protection (BfS), equipped with a CdZnTe detector. Right: ‘Walking-borne’ and ‘Backpack-borne’ ground monitoring. Data are automatically geo-referenced and transferred to the base station.

			Source: Both pictures from an exercise in the Chernobyl exclusion zone, 2016.

			c. Remote sensing – airborne gamma-ray spectrometry 

			In analogy to (b), aerogamma data represent weighted means over rather large areas. Since the carrier (aircraft, helicopter or, more recently, drones) moves, the footprint is elongated along the flight direction. 

			Footprints overlap along the flight line (and data corresponding to subsequent footprints are therefore strongly correlated), but may be separated perpendicular to the flight line, depending on the distance between flight lines. The resulting anisotropic correlation structure is a challenge for mapping. 

			The weighting function is even more complex if the surveyed territory is orographically structured and covered by different vegetation or different type of land use. To some degree, correcting for these effects is possible but complicated. Evidently, they are a source of uncertainty that is difficult to quantify.

			Also for the (unrealistic) ideal situation, i.e. the infinite even plane, it is not trivial to conclude from footprint-related data to the theoretic value at a point. Deconvolution of areal data is mathematically demanding as a discipline of inverse modelling (similar to generating tomographic pictures) (e.g. Billings et al., 2003; Druker, 2016). 

			However, if the objective of airborne survey is to detect anomalies and assess the general contamination pattern, these uncertainties matter little. But straightforward comparison with ground-based methods (a) and (b) is problematic.

            
			Examples of national and regional ambient dose rate maps

			An overview of some national and regional dose rate surveys is given in Table 4-3. Some of these countries appear to be active in regional surveying, but apparently did not assemble their data into a national database; a notable example is Turkey which has probably covered most of its territory by regional surveys. In many cases, dose rate surveys are not published in international literature, but remain in reports which are often difficult to access. Some of these maps report ambient dose rate, while the others, after subtracting the radiation background, report natural terrestrial radiation (radioactivity of rocks).
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			Table 4-3.

			Some national and regional ambient dose rate surveys in Europe.

			Source: Table created by Peter Bossew.

                

			4.4.2 European Terrestrial Gamma Dose Rate Map

			Terrestrial gamma dose rate (TGDR) all over Europe has been estimated from geochemical concentration, according to the UNSCEAR formula, as described in Section 4.3.2.

			The input data for the the concentrations of uranium, thorium and potassium in soil have been taken from the European maps (10 km × 10 km grid cells) developed using FOREGS and GEMAS databases. The maps are shown and described in Chapter 3. 

			The calculation is based on two fundamental assumptions: the secular equilibrium; and homogeneity and standard composition of the soil.

			Using 0.7 as a factor to transform the absorbed dose in air to external effective dose to adults (UNSCEAR, 2008), the effective dose due to external exposure from terrestrial radionuclides can be estimated by applying the following formula:

			[image: ]

			where:

			TGDR (nGy/h) is the absorbed dose rate estimated in Section 4.3.2;

			t is the time of exposure in hours (8 760 h = 1 year);

			OF is the occupation factor, 0.8 (UNSCEAR, 2008);

			SF is the shielding factors of buildings, 1.4 (UNSCEAR, 2000, Annex B).

			As input data for TGDR, the values at 10 km × 10 km grid cells estimated for the European Terrestrial Gamma Dose Map have been used.

			The European Annual Terrestrial Gamma Dose Rate Map shows the annual effective dose that a person would receive from terrestrial radiation, if she/he spends all the reference time in a location where the soil has fixed K, Th and U concentrations.

			Secular radioactive equilibrium

			The secular radioactive equilibrium condition is a very good and useful approximation but not strictly true, in particular for the uranium series, because of the presence of radon gas (222Rn) in the middle of the chain. Actually, its relatively long half-life (T1/2=3.82 days) allows radon to escape from the soil matrix, entering into the atmosphere. As a consequence, the most superficial layers of soil are partially depleted by radionuclides belonging to the lower part of the uranium chain, in particular the short-lived radon daughters 214Pb and 214Bi, both very strong gamma emitters. These gamma emitters, once produced in air by radon decay, are distributed along the whole atmospheric column, following more or less the concentration pattern of radon. Therefore a significant reduction of the dose rate is expected, as the gamma irradiation at the receptor point (conventionally, 1 m above the ground) due to the short-lived radon daughters is much weaker than it could have been if there were no radon emanation and all the radionuclides would remain trapped in the soil matrix. Anyway, the contribution of this component is very small (a few nGy/h), although during strong atmospheric inversion conditions it can increase somewhat, since radon and its short-lived daughters remain close to the ground. For that reason, no great errors are expected when assuming a standard value for radon emanation in the calculation, thus neglecting the irradiation coming from the radionuclides suspended in the atmosphere. The fraction of radon escaping from soil is difficult to estimate: values of the order of 20 % – 30 % can be assumed for the most superficial layers, although in some special cases the radon emanation fraction can reach values up to 50 %. Moreover, the value of this parameter is not constant in time, being influenced by rain and changes in the soil humidity. The uncertainty regarding the real value of this fraction is probably one of the most important factors affecting the estimation of the gamma dose rate component due to the uranium series.

			More rarely, in some particular soils a substantial break of the radioactive equilibrium conditions can also occur due to complex geochemical processes involving uranium and radium: in these cases the secular equilibrium condition between the upper part of the chain (238U) and the lower part (226Ra) can no longer be assured and therefore TGDR cannot be calculated using the simplified Equations 4-11 or 4-12.

			In principle, similar considerations also apply to the thorium series: the presence in the radioactive family of another radon gas isotope, namely 220Rn, can break the secular radioactive equilibrium conditions of the chain. However the much shorter half-life of 220Rn (55.6 seconds) significantly limits the fraction of 220Rn able to escape from the soil matrix. Therefore, for the thorium series, an almost perfect secular equilibrium condition can reasonably be assumed.

			Soil homogeneity and composition

			The assumption of soil homogeneity, characterised by a unique value for the density and by a unique mass attenuation coefficient (µ/ρ)s, could seem to be a rather crude approximation of reality. However, it can be shown that the variation of these parameters in the typical accepted ranges only slightly affects the dose rate values. Beck’s calculations indicated that the differences in composition and moisture content for most plausible soils result in some variations of the TGDR of about 5 % or less. Moisture content is generally the most important factor influencing the (µ/ρ)s values. In Beck’s work, the (µ/ρ)s values were given for a moisture content ranging from 0 to 25 %. Typical values are usually in the range of 10 % - 20 %. In the calculation, a standard soil composition and moisture content were assumed for all soils: Al2O3 (13.5 %), Fe2O3 (4.5 %), SiO2 (67.5 %), CO2 (4.2 %), H2O (10 %)

			The TGDR, calculated as average values over the grid cells, span a wide range, varying from a minimum of 17 nGy/h (0.14 mSv/a) to a maximum of 189 nGy/h (1.53 mSv/a). These values are of course correlated to the highest uranium, thorium and potassium concentrations. Figure 4-12 shows the distribution of the TGDR values: it looks slightly asymmetrical, with a mean of 62 nGy/h (0.5 mSv/a) and a median of 59 nGy/h.

			The distribution pattern of the calculated terrestrial gamma dose shows a wide area (25 %) of low values (below 50 nGy/h or 0.4 mSv/a) from the Netherlands through Denmark and Northern Germany to Eastern Poland. This area corresponds to the Northern Lowland, which is characterised by a cover of glacial drift deposits related to advances and retreats of the Scandinavian Ice Sheet during the Pleistocene.

			Other low-value areas are related to glacial deposits (Northern Finland, Sweden and Norway, and Central Norway) or to fluvial sedimentary basins (Tizsa basin in South-Eastern Hungary, Garonne basin and parts of the Rhone valley in France, the Guadalquivir basin and the Segura and Jucar basins in Spain).

			The map shows a pattern of higher values forming a wide arc at the northern margin of the Alps, which seems to be due to high potassium concentrations, which in turn are related to fluvioglacial and fluvial sedimentary supply from the uplifted Alps.

			High values occur in the mountain ranges related to the Alpine orogeny (Pyrenees, Alps, Apennine Mountains, Dinaric Alps, Hellenides Carpathians, Balkan Mountains), which incorporate several Cenozoic syn- and postorogenic magmatic bodies along with a metamorphic-overprinted Variscan granitic core.

			Areas with the highest values (namely, above 99 nGy/h or 0.71 mSv/a) correspond to the mainly granitic Variscan massifs, relics of the late Paleozoic orogenic belt: North Western Iberian Peninsula; Massif Central, Armorican Massif and Vosges in France; Cornubian Massif in Southwest England; the Ardennes and Rhine Massif, Black Forest, Harz Mountains, Bohemian Massif. 

			In the Mediterranean areas, high values may be noticed also in Central Italy (Lazio and Campania magmatic areas), Northeast Sardinia (Variscan granitic rocks), Calabria in Southern Italy (a fragment of the Alpine chain), Rhodope mountains in Greece and Bulgaria (Early Cenozoic magmatism).

			High values in Eastern Sweden and Southern Finland are connected to the Paleoproterozoic granites, pegmatites and volcano-sedimentary rocks of the Southern Svecofennian Province of the Baltic Shield (Lahtinen, 2012), including uranium mineralisation.
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			Figure 4-12.

			Histogram of TGDR in Europe created with more than 47 000 cells: the distribution is slightly asymmetric and can be fitted with a log-normal function with a mean of 62 nGy/h and a median of 59 nGy/h. Maximum value 189 nGy/h, minimum 19 nGy/h.

			Source: EANR, EC-JRC, 2019.

			4.4.3 Work in progress: Using EURDEP data to map terrestrial gamma dose rate

			Reflecting the geographical variability of external dose rate, the EURDEP network is a natural candidate of a data source for creating ambient dose equivalent rate maps. 

			In order to identify the contribution from terrestrial natural gamma sources, one has to estimate the contributions of cosmic rays and anthropogenic fallout, and subtract the corresponding dose rates from the total one recorded by the monitor. The different contributions depend on source strengths and on the sensitivity of the probes against these components, as well as on local set-up and mounting of probes. Often, not all factors are exactly known, so that decomposition of the total recorded ADR in order to retrieve the terrestrial natural gamma component is not simple, and problems are multiple:

			
					ADER is the sum of several components, which need to be disentangled if the objective is mapping of a particular component, notably the terrestrial gamma dose component. This aspect has been discussed in Section 4.2.2.

					Network heterogeneity (see Section 4.3.3):	on network level: this affects precision which depends on station density and geometrical homogeneity;
	on station level: this affects comparability of data generated by individual stations. 



			

			In spite of large amounts of raw ambient dose rate data available in EURDEP, and many years of efforts to understand in detail and to harmonise the differences between national systems, which is necessary for correct decomposition of the signals, sufficient information is only available for a few countries, namely Austria, Belgium, Croatia, Germany and Hungary. For details, the reader is referred to more extensive discussions in Bossew et al. (2017).

			Only for stations from the mentioned countries have the following standardisation steps been performed: 

			
					selection of stations whose siting was deemed to conform sufficiently to the standard;

					calculation and subtraction of site-specific cosmic dose rate (see Section 8);

					subtraction of intrinsic detector background; 

					airborne components were deemed of minor relevance;

					artificial fallout, which may locally contribute significantly, was not subtracted because of lack of site-specific information.

					“rain peaks” above and in the next section, were removed.

			

			The value of terrestrial background was defined as the arithmetic mean over long measurement periods (at least 1 year) of the remaining signal. For technical details, the reader is referred to Bossew et al. (2017). 

			Ordinary kriging has been applied to interpolate the data coming from the above countries. The map, Figure 4-13, shows the gamma dose rate from terrestrial sources (natural plus 137Cs fallout) to which a person would be exposed if she/he spends all the time outdoors. At this stage, 137Cs fallout could not be separated, but in most locations it contributes little (see Bossew et al., 2017). The data do not include the contribution of so-called radon peaks, i.e. radiation of radon progeny deposited on the ground by precipitation. Dose rate generated this way can be quite high in the short-term (up to a few 100 nSv/h), but contributes only in the order of 2 - 5 % to the annual terrestrial gamma dose. 

			The mapping support is formed by the same 10 km × 10 km cells as for the European Indoor Radon Map (Chapter 5). In this figure, all countries have used nSv/h H*(10) as unit for ambient dose equivalent rate.

			As a result, to date, the map of terrestrial ambient dose equivalent rate covers only parts of Europe. In principle, however, the methodology has been established and could be applied to other countries once sufficient technical information becomes available.
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			Figure 4-13.

			Map of terrestrial gamma dose rate based on EURDEP data on a 10 km × 10 km GISCO-LAEA grid (ETRS89-LAEA frame).

			Source: EANR, EC-JRC, 2019.

		

	
		
			7.1 Materials and methods 

			7.1.1 Natural radioactivity in food

			Detailed knowledge of radionuclide activity concentrations in food products is needed to determine the effective dose for the population, since food intake is the most significant route for the intake of radionuclides for the public (ICRP, 2008). Natural radioactivity of terrestrial origin, which contributes to the dose to an average person from ingestion, is represented by potassium-40 (40K), uranium-thorium series (more details in Section 2.2) (Meli et al., 2016; Mehra et al., 2010; Navas et al., 2002; Wallova et al., 2012). Here, 40K and 210Po, a radionuclide of the 238U series, are the nuclides that give the largest contribution (Meli et al., 2016). 

			Plants and animals routinely absorb radioactivity because of similar chemical properties of radionuclides and essential nutrients. The concentration of radionuclides absorbed by plants and animals depends on the radioactivity of the source media, e.g. the soil or water, the nutrients present and the dynamics of radionuclides in the soil-plant-animal system influenced by both the characteristics of the soil and the species-specific capacity of the crop to bioconcentrate the element from the soil and transfer it from the roots to the different vegetative organs, thereby becoming available for further redistribution within food chains (Figure 7-1) (Linsalata, 1994).
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			Figure 7-1.

			Pathways of natural radioactivity into the food chain.

			Source: Figure created by Michaela Achatz.
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			Table 7-1.

			Food groups and radionuclides of major interest in radiological monitoring programmes.

			Source: Poeschl, 2006; Renaud et al., 2015a; Renaud et al., 2015c; D’Amato et al., 2013; 
Smith-Briggs & Bradley, 1984; Pietrzak-Flis et al., 1997a.

			Carbon-14

			Carbon-14 (14C) is a radioactive isotope present in infinitesimal quantities in the atmosphere. Indeed, 14C is about 10 - 12 times less abundant than stable carbon. Cosmic radiation produces neutrons that interact with nitrogen in the upper atmosphere to produce 14C at a fairly constant rate ([image: ]). This 14C is distributed worldwide throughout the environment, and, because carbon is a key component of all living material, 14C is present in plants and animals and hence throughout the food chain.

			Food high in fatty acids normally contains a large amount of carbon, and therefore also 14C. Examples of such food are milk and milk products, oils, almonds, walnuts, avocados and fish such as mackerel, trout and salmon (O’Connor et al., 2014).

			Potassium-40

			Potassium-40 (40K) has a half-life of 1.25 × 109 years and is ubiquitous on the Earth.

			40K represents a very small fraction of naturally occurring potassium, which is an element found in large amounts throughout nature. Potassium is the seventh most abundant element in the crust of the Earth and the sixth most abundant element in solution in the oceans. Potassium is a key element involved in regulating body functions such as digestion, heart rate and the water content of cells. For that reason, the potassium content of the body is held constant by metabolic processes, although some variability between men and women as well as with age has been observed. Natural potassium is made of 0.012 % by weight of 40K which is naturally radioactive, and no control can reasonably be exercised over the dose from 40K in the diet (O’Connor et al., 2014). The annual effective dose due to the presence of 40K in the body is typically about 0.165 mSv for adults and 0.185 mSv for children (UNSCEAR, 2000b).

			Radium

			Radium-228 (228Ra) is a radioactive decay product in the thorium-232 (232Th) decay series, and most of the dose attributed to 232Th is in fact produced by 228Ra (O’Connor et al., 2014). 232Th is found in the Earth’s crust and is, on average, three times more abundant than uranium and as abundant as lead. The 232Th decay chain ends with stable lead-208 (208Pb).

			The highest thorium concentrations are usually found in igneous rocks such as granites, while the lowest concentrations are found in carbonate rocks such as limestones.

			Radium-226 (226Ra) is a radioactive decay product in the uranium-238 (238U) decay series and is the precursor to radon-222 (222Rn). 

			People may ingest radium that is naturally contained in food and/or water, and may also inhale it from dust particles suspended in the air. Most of the radium taken in by ingestion (about 80 %) will promptly leave the body in faeces. The remaining parts (20 %) enter the bloodstream and are carried to all parts of the body. The metabolic behaviour of radium in the body is similar to that of calcium. For this reason, an appreciable fraction is preferentially deposited in bone and teeth. 

			Radium can also be produced in the body from its parent radionuclide (uranium) that has been inhaled or swallowed, but this is normally not a significant source (O’Connor et al., 2014).

			Uranium, polonium and lead

			Natural uranium is composed of three main isotopes, all of which are radioactive. The two isotopes most abundant are uranium-238 (238U) and uranium-235 (235U), both of which have existed since the Earth’s creation. The third isotope is uranium-234 (234U), which is produced by alpha disintegration of 238U and represents only a minute fraction of all uranium isotopes. 238U is also found in the Earth’s crust in concentrations that vary from a few to several thousand ppm. 238U decays through a series of steps to produce lead-206 (206Pb). Radioactive decay of 238U produces radon gas (222Rn) which, in turn, produces polonium-210 (210Po) and lead-210 (210Pb) which, through inhalation, significantly contribute to the overall dose.

			210Pb and 210Po are relatively long-lived radionuclides with half-lives of 22 years and 140 days respectively, and both occur widely in nature albeit in very small quantities (trace). The main exposure pathway of 210Pb and 210Po is ingestion. Indeed, most of the ingestion dose from the 238U series is due to the presence of 210Po in foodstuffs. 210Pb also contributes significantly to the total radiation dose received by the population because of its long residence time in the human body, particularly in the skeleton (O’Connor et al., 2014).

			The average annual individual dose from radionuclides in the uranium and thorium series in the total diet (food and drinking water together) for the general population is 0.12 mSv (UNSCEAR, 2008).

			The losses in food preparation and the associated variation in intakes of natural radionuclides can additionally be used to estimate the ingestion of radionuclides to ensure that doses are not systematically overestimated. Drying food increases the concentration in the product, typically by a factor of 5 compared to fresh food (UNSCEAR, 2000a). Boiling foodstuff such as meat considerably reduces the radionuclide content. Radionuclide contents in vegetables and fruits are also significantly affected by washing, peeling and cooking. However, there are no specific recommendations for these calculations (UNSCEAR, 2000a). 

			7.1.2 Measurement of natural radionuclides in food 

			Radioactivity analysis of food samples is a very important issue, especially with regard to dose assessments based on these measurements. The first important step is a comprehensive sample plan and subsequent sample collection. In substantial studies, like Total Diet Studies, it can take several months to evaluate food samples because detailed food surveys are needed in the population (Leclercq et al., 2009). 

			Sample preparation is a process in which samples are taken through several steps to carry out the qualitative and quantitative analysis of natural and/or artificial radionuclides that may be present.

			It is important to use guidelines on sampling methods, treatments, sample preparations and preservations, and standardisations of the analysis for the comparability of the results obtained.

			For foodstuff this means thorough shredding and homogenisation of food samples. Depending on the type of measurement and type of food, there follow sometimes several drying and combustion steps and crushing again the food ashes.

			The radioactivity analyses often used for food include liquid scintillation spectrometers, α/β-spectrometry as well as gamma-ray spectrometers (see Table 7-2) (Poeschl, 2006). Many naturally occurring radionuclides, e.g. members of the uranium, thorium and actinium decay series, are mainly alpha-emitters. Since alpha-particle spectrometry is a very sensitive technique with a very low counting background, it is necessary that source samples be present in a thin layer to reduce self-absorption of the alpha-particles. To generate an extremely thin sample layer, a source sample chemical preparation is essential. After precipitation reactions or chromatographic methods, these thin layers containing radionuclides such as 210Po or 234/238U can be generated for example by deposition on silver or steel discs (see Table 7-2) and alpha radiation measured. The main advantages of using alpha/beta spectrometry are the low detection limits and elimination of other possible interferences by chemical separation at the cost of sample destruction. The main disadvantage is the great effort on source sample preparation and chemical separation. A non-destructive method to capture radionuclide content in foodstuff is gamma-ray spectrometry. Low-level gamma spectrometry allows qualitative and quantitative determination of radionuclides in the sample generally by using semiconductor detectors on the basis of pure germanium. The analysis of photo peak areas (after correction of the peak area for background, energy and efficiency calibrations) and the processing of data in terms of radionuclide content require homogenised samples in given geometries. The detection limit of the method is strictly correlated to the efficiency of the detector, radionuclide of interest, the measuring time, the composition and density of the sample and the acquisition geometry. 
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			Table 7-2.

			Analysis methods for natural radionuclides in food samples taken in some European countries.

			7.1.3 Activity concentration of natural radionuclides in food

			Activity concentration of natural radionuclides in food is usually expressed in terms of mass or volume; the units are Bq/g or Bq/l (see Section 2.1 for the definition of becquerel (Bq)).

			Table 7-3 presents mean/median concentration values of natural radionuclides in various types of food in some European countries; it includes selected data from UNSCEAR (UNSCEAR, 2000a), with updates from other sources. Sometimes, the samples analysed originate from areas with higher concentrations of natural radionuclides (BfS, 2003) in soil or have only been sampled locally (Hernandez et al., 2004; Pietrzak-Flis et al., 1997b); hence, they cannot be used to make a representative dose assessment estimation for the whole country. In general, specific activities vary a lot depending on country, natural radionuclide, sampling campaign and measurement method.

			Table 7-3.

			Concentration of natural radionuclide in various types of food in some European countries (means and ranges). Values marked with * are additional figures taken from UNSCEAR 2000 Annex B, Table 15 (UNSCEAR, 2000a).
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			2.5 Measurement methods

			2.5.1 Introduction 

			The detection and measurement of natural radioactivity are a fundamental step for studying the distribution of natural radioactivity sources and for assessing the doses received by humans. Because of the need to provide a qualitative and quantitative analysis of natural radioisotopes in different environmental matrices (i.e. rock, soil, air, water, etc.) a large number of different detectors have been used and are described in this session. 

			Ionising radiation is rarely detected directly; instead, detectors usually measure the secondary products arising from the interactions of the radiation with the detector material. For example, as an alpha or beta particle traverses a detector’s sensitive volume, electric charges in the form of electron-ion pairs or electron-hole pairs are created and the subsequent movement and collection of these charges gives rise to an electrical pulse or current which can be measured. Indirectly ionising radiation such as gamma photons and neutrons must first undergo interactions in the detector material that produce secondary charged particles, recoil atoms or electrons that, in turn, produce charged pairs as they slow down.

			The rate of generation of radiation-induced pulses can then be used to measure the rate at which radiation particles traverse the detector. Such detectors are termed radiation counters. In some detectors, the magnitude of the radiation induced pulse is related to the type of radiation particle and its energy. By measuring both the number of pulses and the distribution of pulse sizes produced by a given type of radiation, one can determine both the number and energy distribution of the incident radiation. These detectors can then be used as energy spectrometers. In some detectors the average current can be used as a measure of the amount of ionisation or energy deposition, per unit mass of detector material, caused by incident radiation. These detectors can then be calibrated to measure radiation absorbed (or equivalent) doses and are thus called rate meters (McGregor, 2007; Knoll, 2000).

			The measurement systems mainly used in the field of natural radioactivity can be divided in three main groups according their uses to:

			
					detect and count gamma, alpha and beta particles;

					perform spectrometry analyses (gamma, alpha and beta);

					measure radon concentrations.
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			Figure 2-57.

			Qualitative plot of the response of a gas detector.

			Source: modified from http://physicsopenlab.org/2017/07/23/x-ray-proportional-counter-2

			2.5.2 Gamma, alpha and beta particles detection

			Gas-filled detectors

			Gas-filled detectors are conceptually the simplest devices, and have been used since the beginning of radiation sciences. The basic structure is as follows: a conductive enclosure (most often cylindrical) with a thin metal component (mostly a wire) electrically insulated from the enclosure; the enclosure is filled with a gas; between the two metal parts (i.e., two electrodes) a voltage difference, known as the biasing voltage, is maintained and a circuitry is attached to measure either the current that flows through the device or the voltage surge that this current produces flowing through a resistor. The schematic drawing of a generic gas detector is shown in Figure 2-56.
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			Figure 2-56.

			Schematics of a gas detector.

			Source: graph created by Domiziano Mostacci.

			Normally the circuit is open, insofar as the gas between the electrodes insulates them: however, if ionisation is produced in the gas (as is the case when the detector is traversed by radiation), the ions and electrons produced are attracted towards the cathode and anode, respectively, and charge is collected. Circulating in the circuitry this charge is formed into an electric signal that can be visualised in one of many possible ways, to be read by the operator.

			If a detector is placed in a radiation field, its reading can be modified by acting on the biasing voltage. A qualitative plot of the response (in count rate) vs. the biasing voltage is shown in Figure 2-56.

			Several regions can be seen to exist as voltage is varied; for very low voltage ions and electrons are attracted very weakly to the electrodes, and have thus time to recombine. At zero voltage they all recombine, but as the voltage is applied and slowly increased less and less ions and electrons manage to recombine, while more and more do reach the electrode, so that an increasing current is measured. This is the region known as ‘recombination region’. At some value of the biasing voltage (usually of the order of 100 V) one sees that the current reaches a value that does no longer grow, increasing (moderately) the voltage: a plateau appears in the current-voltage characteristic. The region of existence of this plateau is know as ‘ionisation chamber region’. This mode is exploited in the ionisation chamber (to be described below). Increasing the voltage further and further the plateau is left behind and the characteristic starts rising again, and a region can be recognised where the growth is almost linear, termed ‘proportional region’: this is the region where proportional counters (see below) operate. Finally increasing even further the voltage a new plateau is attained, where increasing the voltage no longer produces an increase in the reading: this is the ‘Geiger-Müller region’ where Geiger-Müller counters (see below) function.

			Beyond the Geiger-Müller region the counter ceases to function: when such high voltages are applied the electron cascade becomes incontrollable and produces a continuous discharge that can only be stopped by switching the power supply off. Needless to say, this region must be avoided, since the continuous discharge will damage - and possibly destroy - the counter.

			We will now examine separately the three functioning modes mentioned above.

			Ionisation Chamber

			In the ionisation chamber (IC) regime, the voltage is set so that essentially all charges produced by ionisation are collected. ICs are used in current mode, since the charge generated by a single event (be it a gamma ray, or a beta or whatever ionising radiation is being measured) is too small to be detected singularly. ICs are suited to investigate things like dose rate, by measuring the current produced by a steady flow of radiation, or to measure the overall dose due to a fluence received in a limited lapse of time, e.g., the dose delivered by a discharge of an X-ray tube.

			Proportional counter

			As the voltage is raised further, electrons produced by ionisation are accelerated to higher energies before they are collected on the anode, and thus acquire sufficient energy to produce, in turn, further ionisation, increasing the number of electrons collected: this effect is called a cascade. In a wide range of voltages the number of electrons collected is strictly proportional to the number of electrons initiating the cascade, and the number of the latter, in turn, is proportional (on average) to the energy deposited by the initial radiation event. As a result, the number of electrons collected is proportional to the energy of the incoming radiation event. The proportionality factor is controlled by the biasing voltage: the higher the voltage the larger the multiplication factor. Given the proportionality of the signal to the energy of the incoming radiation event, they can be used to determine the count rate and at the same time allocate the events to different energy bins; in other words, they permit spectrometry. The obvious problem is that, since the proportionality factor depends strongly on the voltage, the latter must be kept extremely stable, unlike the case of the IC and, as we will see presently, that of the Geiger Müller, instruments, both, rather insensitive to small fluctuations in the biasing voltage.

			Proportional counters are no longer commonly used.

			Geiger-Müller counters

			Finally, as the voltage is raised to even higher values the Geiger-Muller (GM) region is entered. In this region, electrons get sufficiently accelerated by the electric field to produce new ionisation, and the new generation of electrons in turn gets enough acceleration to produce more electrons and so forth: the result is the so-called ‘avalanche’. The avalanche, once started, continues to build up until the charge spreads to the entire length of the anode and the space charge field masks completely the anode stopping the process. It is worth stressing that any event starts the avalanche, regardless of the energy of the radiation producing the initial ionisation, so that all radiation events produce the same charge collected at the anode.

			Also, in these conditions, the electric charge collected is rather high and, once collected, produces a signal strong enough to be detected even without being amplified. Since the avalanche is always the same, GM counters have no way of distinguishing the energy of the seeding radiation: the only information returned is the count rate.

			Summarising, GM tubes are useful, cheap and robust, they basically detect the presence and intensity of radiation in terms of count rate and cannot determine the type, energy, or vectors of the radiation detected. They have high sensitivity, versatility with various types of radiation, wide variety of shapes and windows, large output signal and reasonable cost.

			Finally, an oscilloscope, LED screen, or other display conveys the particle count to the user. 

			Albeit that the direct reading from a Geiger counter provides the either the count of particles detected during the exposure time, or the count rate, often it can provide several standard units of measurement, with the understanding that the readings apply only to the types of radiation that particular model is able to accurately detect. Quite typically they are calibrated with 137Cs, i.e. if the source is indeed 137Cs gammas, then the dose rate displayed is the actual value, which means that they provide the actual dose rate for gamma rays of this energy (661 keV). Dose rates due to gamma rays from other sources (hence difference energies) will be an approximate assessment.

			Scintillation detectors

			Scintillation counters are radiation detectors based on materials (named scintillators or phosphors) that emit light flashes when struck by radiation. As, for instance, a gamma ray photon interacts in the scintillation material, it transfers its energy to a number of bound electrons proportional to the energy of the original photon; every excited electron then deexcites by emitting a photon; the same type of process happens for all types of particle-scintillator interaction. The photons are emitted in the visible spectrum.

			To convert the light into an electric signal, scintillation counters are coupled to a light-sensitive photomultiplier tube. Figure 2-58 shows an example scheme of a scintillation counter using a thallium-activated sodium iodide crystal.
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			Figure 2-58.

			Scintillation counter. (Mu-metal is a nickel–iron soft ferromagnetic alloy with very high permeability, which is used for shielding sensitive electronic equipment against static or low-frequency magnetic fields (Wikipedia).)

			Source: DOE, 1992.

			There are three classes of solid-state scintillation phosphors: organic crystals, inorganic crystals, and plastic phosphors, and then there are a number of liquid scintillators. Solid-state scintillators are usually used for gamma spectrometry, liquid scintillators are mostly used for beta spectrometry.

			Inorganic crystals include lithium iodide (LiI), sodium iodide (NaI), cesium iodide (CsI), and zinc sulfide (ZnS). Inorganic crystals are characterised by high density, high atomic number, and pulse decay times of approximately 1 μs. They possess high efficiency for gamma ray detection and can handle high count rates. Organic scintillation phosphors include naphthalene, stilbene, and anthracene. The decay time of this type of phosphor is approximately 10 ns. Plastic phosphors are produced adding scintillation chemicals to a plastic matrix. The decay constant is the shortest, approaching 1 or 2 ns. The characteristics of a number of phosphors are shown in Table 2-6.
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			Table 2-6.

			Scintillating materials.

			Source: R. Swank, 1954.

			Light flashes from the scintillator hit a photocathode liberating electrons. 

			A schematic cross-section of one type of photomultiplier tube is shown in Figure 2-59.
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			Figure 2-59.

			Photomultiplier tube.

			Source: DOE, 1992.

			The photomultiplier is a vacuum tube with a glass envelope containing a photocathode - a material sensitive to light that emits electrons by the photoelectric effect when struck by photons with a wavelength characteristic for the phosphor - and a series of electrodes called dynodes. A light flash from the scintillation phosphor, upon hitting the photocathode liberates electrons. These electrons are not numerous enough to form a signal sufficient to be detected reliably. However, in the photomultiplier tube, they are attracted by a voltage drop of about 50 volts to the nearest dynode. Each photoelectron that strikes the first dynode with sufficient energy liberates a number of new electrons. The second-generation electrons are, in turn, attracted to the second dynode where a larger third-generation group of electrons is emitted and so forth. This amplification continues through 10 to 12 stages. At the last dynode, sufficient electrons are available to form a good current pulse, that will be then processed through appropriate electronics.

			The advantages of a scintillation counter are its efficiency and the high precision and counting rates that are possible. The latter attributes are a consequence of the extremely short duration of the light flashes, from about 10-9 to 10-6 seconds. 

			As mentioned, the intensity of the light flash, and hence the amplitude of the output voltage pulse, are proportional to the energy of the radiation event responsible for triggering the phenomenon. Consequently, scintillation counters can be used to determine the energy, together with the number, of the exciting particles (e.g., gamma photons), thus permitting spectrometry.

			2.5.3 Spectrometric analysis 

			Gamma spectrometry

			Gamma-ray spectrometry is the quantitative study of the energy spectra of gamma-ray sources allowing the identification and quantification of radionuclides. Indeed, most radioactive sources produce gamma rays, which are of various energies and intensities. When these emissions are detected and analyzed with a spectrometry system, a gamma-ray energy spectrum can be produced.

			Gamma and X-ray transfer energy that is stored in their electromagnetic field and the individual wave packets of this radiation are called photons. Apart from the energy carried by gamma and X-ray photons, the main difference between gamma rays and X-ray is their origin; while X-ray are produced by atomic excitations, gamma rays are emitted by transitions from excited states in the nucleus. An X-ray or gamma-ray photon is uncharged and creates no direct ionisation or excitation on the material through which it passes. Only the fast electrons created in gamma-ray interactions provide any clue to the nature of the incident gamma rays. These electrons have a maximum energy equal to the energy of the incident gamma-ray photons and will slow down and lose their energy in the same manner as any other fast electron such as a beta particle. In order to serve as a gamma-ray spectrometer, a detector must carry out two distinct functions: 

			
					act as a conversion medium in which incident gamma rays have a reasonable probability of interaction to yield one or more fast electrons, 

					act as a conventional detector for these secondary electrons.

            

                    
                    The devices most typically used for gamma spectrometry are high-purity germanium (HPGe) detectors and scintillator detectors (NaI-sodium iodine), while a new solid-state detector known as cadmium-zinc telluride (CZT) has been gaining more and more attention in recent years. Scintillator detectors were discussed earlier, and CZT are not yet used in the field of radon measurements. Hence we limit the discussion to Germanium devices.
Germanium semi-conductor detectors (HPGe)
A Germanium detector contains a Ge-crystal across which a large electric field is applied so that it is totally depleted. When a photon interacts in the depleted region of the crystal, electron-hole pairs are created. The number of produced charge pairs is proportional to the energy deposited by the photon. The charge pairs drift to the electrodes of the detector under the influence of the electric field. The drift of charges produces an output pulse with an amplitude proportional to the energy deposited by the photon. Thus, the higher the energy deposited in the detector, the bigger the pulse height. Pulses from the preamplifier are then amplified once more and sorted according to their size by a multichannel analyser as long as the gamma rays are. A spectrum is finally built by adding the pulses into the corresponding energy channels.
Ge-detectors:

            
					allow non-destructive measurements, i.e. no radiochemical separations are necessary; 

					provide information about both the energy and the rate of photons reaching the detector, i.e. they provide a spectrum; photons with different energie can be recorded simultaneously in the same spectrum; 

					their resolution is much better than other photon detectors such as scintillators, which allows differentiating photons with quite similar energies.

            

                    
                    
                    
                    A disadvantage of the semiconductor detectors is the need to keep them cold, generally at liquid nitrogen temperature.
Alpha spectrometry
Alpha spectrometry is the quantitative study to measure the energy of alpha particles emitted in the decay process, allowing the identification and quantification of alpha-emitting radionuclides. Because of the limited penetrating power of alpha particles, preparation of the sample for counting is often a critical step. Gross alpha measurements can be made using small sample sizes with a gas-flow proportional counter, but self-absorption of the alpha particles results in a relatively high detection limit for this technique. Liquid scintillation spectrometers can also be used to measure alpha-emitting radionuclides. Most alpha-emitting radionuclides are measured in a vacuum (to limit absorption by air) using alpha spectrometry. This method requires that the sample is prepared as a virtually weightless amount in a specific geometry. Electrodeposition is the traditional method for preparing samples for alpha counting. This technique provides the highest resolution, but it requires a significant amount of training and expertise on the part of the analyst to produce a high-quality sample. Precipitation of the radionuclide of interest on the surface of a substrate is often used to prepare samples for alpha spectrometry. While this technique generally produces a spectrum with lower resolution, the preparation time is relatively short compared to electrodeposition, and personnel can be trained to prepare acceptable samples relatively quickly (EPA, 2000). 
Alpha-emitting radionuclides are typically measured using alpha spectrometry. Alpha spectrometry produces a spectrum of alpha particles detected at different energies, but because the sample is purified prior to counting, all of the alpha particles come from radionuclides of a single element. This simplifies the process of associating each peak with a specific radionuclide, but the lower resolution associated with alpha spectrometry increases the difficulty of identifying the peaks. Although commercial software packages are available for interpreting alpha spectrometry results, an experienced operator is required to ensure that the software is working properly (EPA, 2000).
Beta spectrometry
Beta spectrometry is the quantitative study to measure the energy of beta particles emitted in the decay process allowing the identification and quantification of beta emitting radionuclides.
Beta-emitting radionuclides are usually prepared for a specific type of counter in a specified geometry. The solid material is usually precipitated and collected on a filter in a circular geometry to provide a homogeneous sample. Liquid samples are typically converted to the appropriate chemical form and diluted to a specified volume in preparation for counting. Measurements of solid samples are typically performed using a gas-flow proportional counter. Because the total beta activity is measured, it is important that the purification step is performed to remove any interfering radionuclides (EPA, 2000). Liquid samples are usually diluted using a liquid scintillation cocktail and counted using a liquid scintillation spectrometer (LSC). Liquid scintillation spectrometers can be used for low-energy beta emitting radionuclides, such as 3H and 90Sr. They also have high counting efficiencies, but often have a high instrument background as well. Gas-flow proportional counters have a very low background (EPA, 2000).
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Figure 2-60.
a) Typical alpha spectrum of environmental soil samples. The peak is due to the 242Pu radio-tracer.
b) Typical beta spectrum of Tritium using a Liquid Scintillation Counter.
c) Typical gamma spectrum of lake water sample.
Source: JRC Ispra Site Laboratory for Radioactivity Measurements.
2.5.4 Radon measurements
Many detector techniques have been established to measure the concentration of radon and its decay products in indoor air or in soil gases. Methods requiring an electric source are termed active, otherwise they are called passive.
The measurement techniques can be classified into 3 classes, based on the timing of the measurements:

            
					Grab sampling: or spot measurement. It is quick: the entire measurement is completed within minutes or a few tens of minutes. In the radon case it produces the value of radon or radon progeny concentration at a given time instant; it is of limited interest for determining long-term mean concentration, given the wide fluctuations typical of radon concentration: it may serve the purpose of categorising generally the location (high, medium, low radon concentration). Considering the potential variability of concentration with time, this does not give a useful measure of the average exposure rate in a home. 

					Continuous active sampling: an extended, uninterrupted sequence of spot measurements (see point i. above), or a sequence of grab samplings repeated numerous times at short time intervals (from several minutes to an hour). It is a very demanding practice only justified by special needs, like, e.g., identifying radon entry points. For radon decay products it is based on grab-sampling methods, with modifications to permit automatic sampling, counting, and, in some case analysis.

					Integrative sampling: sums up data collected over a period of time. Mostly done with passive devices. The duration of the measurement can be a short-time average (days) or long-term average (weeks or months). Typical integrative devices are charcoal canisters, alpha track film dosimeters and Electret Ion Chambers; all are quite simple to use. Except for charcoal canisters, they are the appropriate devices for evaluating radon risk in a house and ideally measure over a whole year.

                

                    
                    Active measurement methods
Measurement systems, in turn, are subdivided into two classes:

            
					Active systems: those based on detectors requiring electric power. Some in common use are: ionisation chambers; proportional counters; GM tubes; lucas cells; scintillators; solid state detectors; and more.

					Passive systems: those based on detectors not requiring a power supply. Typical examples are: all kinds of film, of particular interest track film (ATD: alpha track dosimeters),; active carbon canisters; electret chambers; and more.

			

			An overview of the most common measurement systems follows.

			Active systems

			Lucas cells: they are comprised of a hermetically sealed container lined with an alpha-sensitive scintillator, with a transparent window and a photomultiplier device. Air is introduced through an absolute filter and then measured by alpha spectrometry. Air can be introduced in one of the following methods:

			
					The cell is vacuumed: an inlet valve permits to suck in the desired quantity of ambient air

					A pump maintains a continuous flow of air through the cell

					Radon flows in spontaneously by diffusion, through an appropriate filter (note: this entails a delay connected to the diffusion time which must be small compared to the half-life)

			

			Solid-state detectors: air diffuses through a filter to the sensitive chamber of the device. A solid-state detector, sensitive to alpha rays, collects the signal. Here too diffusion time must be kept in mind.

			In some devices radon progeny isotopes are collected on the detector and a quick alpha spectrometry is processed measuring, e.g., 218Po, 214Po, 216Po. Radon and thoron are easily discriminated.

			Ionisation chambers: here too air diffuses inside the sensitive volume through a filter. Again diffusion time needs to be considered. 

			Passive systems

			Active charcoal canisters: the canister is a tin box filled with active carbon. The can is only opened on location to be measured. Ambient radon diffuses and is captured inside the carbon. After the desired time the can is sealed and sent to the laboratory for counting. Counting is mostly done by gamma spectrometry, counting the gammas emitted by 214Pb and 214Bi (see decay chain in Section 2.2.2).

			Alpha-track films are comprised of a film substrate that suffers damage along the track of an incoming alpha particle. After exposure the film is treated with a ‘developing’ chemical that renders the tracks visible and hence countable under a microscope. From the surface density of tracks exposure is then determined. Three materials are generally used for this kind of radon measurements: LR-115 (a thin film of coloured cellulose nitrate on an inert backing), polycarbonate, and CR-39 (poly allyl diglycol carbonate, PADC). Two operation modes are possible for alpha track detector: the closed detector, in which the film is enclosed by a container allowing 222Rn to diffuse into it.; and the open detector, i.e., film exposed naked to the ambient atmosphere. Closed detectors exclude radon decay products present in the ambient air, recording only those alpha particles generated by the radon entering the container and the decay products formed from it. It also discriminates against 220Rn (thoron) whose half-life is too short to enter the chamber through the diffusion barrier. This mode of detection provides a result related to the true average radon gas concentration during the time of exposure. Open detectors, instead, record alpha particles originating from both 222Rn and 220Rn and their decay products in the ambient atmosphere: their response to radon and its decay products depends on equilibrium factors. Alpha-track detectors are generally used over periods of time ranging from a month to a year. In order to obtain representative results from a building, the duration should be as long as possible.

			Electret ionisation chambers: The system is based on an electret, a plastic disk charged to a very stable known potential difference (e.g., around 450 V when factory-new) mounted inside a chamber of conducting plastic. The most common model is used here to describe the concept (Figure 2-61).

			The electret is both the source of the electric field and the sensor. The volume inside the chamber is put in contact with ambient air through a filter designed to block all aerosol, and radon enters the chamber volume through passive diffusion. Ion pairs generated inside the volume are collected and discharge progressively the electret. The ensuing voltage reduction is a known function of the chamber volume and of the overall ionisation occurred inside the chamber during the exposure time. The residual voltage is measured at the end of the exposure and the voltage drop converted, with the appropriate algorithm, into radon (average) concentration. Depending on the choice of electrets and chambers, measurements can last from a few days to several months.
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			Figure 2-61.

			Diagram displaying the functioning of an electret ion chambe: open (a) and closed (b).

			Source: modified from RadElec E-Perm, 2008.
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			Charcoal canister used to measure indoor radon concentration.

			Source: Peter Bossew.
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			CR-39 track-etch passive radon detector.

			Source: EANR, EC-JRC, 2019.

		

	
		
			Case study: Piedmont (Italy), soil and rock samples 

			While soil databases are convenient for their uniformity over Europe, in some regions concentrations of uranium, thorium and potassium in rocks are made available from gamma spectrometry. Comparison of data in rocks and soils, carried out by relating soil data to the bedrock in regions where both datasets are available, shows that soil data are strongly connected to the bedrock lithology.

			Gamma spectrometry of rocks clearly displays a relation between uranium, thorium and potassium concentrations and different classes of lithologies, characterised not only by homogeneity of broadly defined rock types but also by common genetic processes. As an example, in the Alpine regions cenozoic intrusive rocks with upper crustal contamination and late Paleozoic (Variscan) acid igneous rocks show the highest concentrations of natural radionuclides, while mafic and ultramafic rocks and calcareous mesozoic rocks indicate the lowest. Radionuclide concentrations in detrital rocks and sediments reflect their petrographic compositions. In sediments, depositional environments may play a significant role, like high uranium concentration in lacustrine anoxic sediments.

			The consistent number of gamma spectrometry measurements (HPGe) of rocks allows consolidating traditional geological units, identified by lithologic, stratigraphic and genetic criteria, into ‘radiogeolithological’ classes characterised by homogeneity of radionuclide content, yet preserving a defined geological singularity.

			Following this approach, a more detailed work was performed in the Piedmont Region, an administrative district in Northwest Italy near the Alpine French border, covering about 25 400 km2. Actually, in this area a large set of experimental radioactivity data were available: 154 topsoil samples and 239 rock samples were analysed by means of HPGe gamma spectrometry during several measurement campaigns conducted by ARPA Piemonte (Environmental Protection Agency of Piedmont), allowing for a quantitative determination of the activity concentrations (Bq/kg) of uranium, thorium and potassium.

			It was then possible to assign activity concentration values for uranium, thorium and potassium to each of the 26 ‘radiogeolithological’ classes in which Piedmont’s geology was classified. The TGDR for Piedmont was then calculated for each cell grid (TGDRcell) as a weighted mean of the [image: ]radiogeolithological values of the RCj classes present in each cell:

			[image: ]

			where wj are proper weights, calculated on an areal basis.

			In Figure 4-14 two maps of the TGDR in Piedmont are displayed. The map on the left has been produced following the ‘radiogeolithological’ approach described in the previous paragraph, using the UNSCEAR formula for the calculation, while on the right the Piedmont TGDR map, simply taken from the European map is shown for comparison. It can easily be seen that in the ‘radiogeolithological’ map many local peculiarities and details, lost at the European level, appear: some high background areas (TGDR > 120 nGy/h), in particular located along the Alpine ridge, can easily be identified.

			Similar, more detailed maps could also be produced for any other European region, provided that a convenient radiogeolithogical database is available.
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			Figure 4-14.

			On the left, the ‘radiogeolithological’ Piedmont’s map compared with the ‘UNSCEAR map’ (extracted from the European Terrestrial Gamma Dose Rate Map): it provides more detailed local radiological information that is lost at greater scale.

			Source: Cinelli et al., 2018.

		

	